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## Notations

$\mathbb{R}$ : The field of real numbers
$\mathbb{C}$ : The field of complex numbers
$\mathbb{R}^{n}$ : The space of vectors of $n$ real components
$\mathbb{C}^{n}$ : The space of vectors of $n$ complex components
Scalars: lowercase letters, a, b, c..., and $\alpha, \beta, \gamma \ldots$
Vectors : boldface lowercase letters, a, b, c, ....

$$
\mathbf{x} \in \mathbb{R}^{n} \Longleftrightarrow \mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right], \quad x_{i} \in \mathbb{R}
$$

We often make statements that hold for real or complex vectors.
$\longrightarrow \mathbf{x} \in \mathbb{F}^{n}$.

- The inner product of two $n$-vectors in $\mathbb{C}$ :

$$
(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n} x_{i} \bar{y}_{i}=\mathbf{y}^{*} \mathbf{x}
$$

- $\mathbf{y}^{*}=\left(\bar{y}_{1}, \bar{y}_{2}, \ldots, \bar{y}_{n}\right)$ : conjugate transposition of complex vectors.
- $\mathbf{x}$ and $\mathbf{y}$ are orthogonal, $\mathbf{x} \perp \mathbf{y}$, if $\mathbf{x}^{*} \mathbf{y}=0$.
- Norm in $\mathbb{F}$, (Euclidean norm or 2-norm)

$$
\|\mathbf{x}\|=\sqrt{(\mathbf{x}, \mathbf{x})}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}
$$

$$
\begin{aligned}
A \in \mathbb{F}^{m \times n} \Longleftrightarrow A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{m 1} & a_{m 2} & \ldots & a_{m n}
\end{array}\right), \quad a_{i j} \in \mathbb{F} . \\
A^{*} \in \mathbb{F}^{n \times m} \Longleftrightarrow A^{*}=\left(\begin{array}{cccc}
\bar{a}_{11} & \bar{a}_{21} & \ldots & \bar{a}_{m 1} \\
\bar{a}_{12} & \bar{a}_{22} & \ldots & \bar{a}_{m 2} \\
\vdots & \vdots & & \vdots \\
\bar{a}_{1 n} & \bar{a}_{2 n} & \ldots & \bar{a}_{n m}
\end{array}\right)
\end{aligned}
$$

is the Hermitian transpose of $A$. For square matrices:

- $A \in \mathbb{F}^{n \times n}$ is called Hermitian $\Longleftrightarrow A^{*}=A$.
- Real Hermitian matrix is called symmetric.
- $U \in \mathbb{F}^{n \times n}$ is called unitary $\Longleftrightarrow U^{-1}=U^{*}$.
- Real unitary matrices are called orthogonal.
- $A \in \mathbb{F}^{n \times n}$ is called normal $\Longleftrightarrow A^{*} A=A A^{*}$. Both, Hermitian and unitary matrices are normal.
- Norm of a matrix (matrix norm induced by vector norm):

$$
\|A\|:=\max _{\mathbf{x} \neq \mathbf{0}} \frac{\|A \mathbf{x}\|}{\|\mathbf{x}\|}=\max _{\|\mathbf{x}\|=1}\|A \mathbf{x}\| .
$$

- The condition number of a nonsingular matrix:

$$
\kappa(A)=\|A\|\left\|A^{-1}\right\| .
$$

$U$ unitary $\Longrightarrow\|U \mathbf{x}\|=\|\mathbf{x}\|$ for all $\mathbf{x} \Longrightarrow \kappa(U)=1$.

The (standard) eigenvalue problem:
Given a square matrix $A \in \mathbb{F}^{n \times n}$. Find scalars $\lambda \in \mathbb{C}$ and vectors $\mathbf{x} \in \mathbb{C}^{n}, \mathbf{x} \neq \mathbf{0}$, such that

$$
\begin{equation*}
A \mathbf{x}=\lambda \mathbf{x} \tag{1}
\end{equation*}
$$

i.e., such that

$$
\begin{equation*}
(A-\lambda I) \mathbf{x}=\mathbf{0} \tag{2}
\end{equation*}
$$

has a nontrivial (nonzero) solution.
We are looking for numbers $\lambda$ such that $A-\lambda I$ is singular.
The pair $(\lambda, \mathbf{x})$ be a solution of (1) or (2).

- $\lambda$ is called an eigenvalue of $A$,
- $\mathbf{x}$ is called an eigenvector corresponding to $\lambda$
- $(\lambda, \mathbf{x})$ is called eigenpair of $A$.
- The set $\sigma(A)$ of all eigenvalues of $A$ is called spectrum of $A$.
- The set of all eigenvectors corresponding to an eigenvalue $\lambda$ together with the vector $\mathbf{0}$ form a linear subspace of $\mathbb{C}^{n}$ called the eigenspace of $\lambda$.
- The eigenspace of $\lambda$ is the null space of $\lambda I-A: \mathcal{N}(\lambda I-A)$.
- The dimension of $\mathcal{N}(\lambda I-A)$ is called geometric multiplicity $g(\lambda)$ of $\lambda$.
- An eigenvalue $\lambda$ is a root of the characteristic polynomial

$$
\chi(\lambda):=\operatorname{det}(\lambda I-A)=\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{0} .
$$

The multiplicity of $\lambda$ as a root of $\chi$ is called the algebraic multiplicity $m(\lambda)$ of $\lambda$.

$$
1 \leq g(\lambda) \leq m(\lambda) \leq n, \quad \lambda \in \sigma(A), \quad A \in \mathbb{F}^{n \times n} .
$$

- $\mathbf{y}$ is called left eigenvector corresponding to $\lambda$

$$
\mathbf{y}^{*} A=\lambda \mathbf{y}^{*}
$$

- Left eigenvector of $A$ is a right eigenvector of $A^{*}$, corresponding to the eigenvalue $\bar{\lambda}, A^{*} \mathbf{y}=\bar{\lambda} \mathbf{y}$.
- $A$ is an upper triangular matrix,

$$
\begin{aligned}
& A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
& a_{22} & \ldots & a_{2 n} \\
& & \ddots & \vdots \\
& & & a_{n n}
\end{array}\right), \quad a_{i k}=0 \text { for } i>k . \\
& \Longleftrightarrow \operatorname{det}(\lambda I-A)=\prod_{i=1}^{n}\left(\lambda-a_{i i}\right) .
\end{aligned}
$$

## (Generalized) eigenvalue problem

Given two square matrices $A, B \in \mathbb{F}^{n \times n}$.
Find scalars $\lambda \in \mathbb{C}$ and vectors $\mathbf{x} \in \mathbb{C}, \mathbf{x} \neq \mathbf{0}$, such that

$$
\begin{equation*}
A \mathbf{x}=\lambda B \mathbf{x} \tag{3}
\end{equation*}
$$

or, equivalently, such that

$$
\begin{equation*}
(A-\lambda B) \mathbf{x}=\mathbf{0} \tag{4}
\end{equation*}
$$

has a nontrivial solution.
The pair $(\lambda, \mathbf{x})$ is a solution of (3) or (4).

- $\lambda$ is called an eigenvalue of $A$ relative to $B$,
- $\mathbf{x}$ is called an eigenvector of $A$ relative to $B$ corresponding to $\lambda$.
- $(\lambda, \mathbf{x})$ is called an eigenpair of $A$ relative to $B$,
- The set $\sigma(A ; B)$ of all eigenvalues of (3) is called the spectrum of $A$ relative to $B$.


## Similarity transformations

Matrix $A$ is similar to a matrix $C, A \sim C, \Longleftrightarrow$ there is a nonsingular matrix $S$ such that

$$
\begin{equation*}
S^{-1} A S=C . \tag{5}
\end{equation*}
$$

The mapping $A \rightarrow S^{-1} A S$ is called a similarity transformation.

## Theorem

Similar matrices have equal eigenvalues with equal multiplicities. If $(\lambda, \mathbf{x})$ is an eigenpair of $A$ and $C=S^{-1} A S$ then $\left(\lambda, S^{-1} \mathbf{x}\right)$ is an eigenpair of $C$.

## Similarity transformations (cont.)

Proof:

$$
A \mathbf{x}=\lambda \mathbf{x} \quad \text { and } \quad C=S^{-1} A S \Longrightarrow C S^{-1} \mathbf{x}=S^{-1} A S S^{-1} \mathbf{x}=\lambda S^{-1} \mathbf{x}
$$

Hence $A$ and $C$ have equal eigenvalues and their geometric multiplicity is not changed by the similarity transformation.

$$
\begin{aligned}
\operatorname{det}(\lambda I-C) & =\operatorname{det}\left(\lambda S^{-1} S-S^{-1} A S\right) \\
& =\operatorname{det}\left(S^{-1}(\lambda I-A) S\right) \\
& =\operatorname{det}\left(S^{-1}\right) \operatorname{det}(\lambda I-A) \operatorname{det}(S) \\
& =\operatorname{det}(\lambda I-A)
\end{aligned}
$$

the characteristic polynomials of $A$ and $C$ are equal and hence also the algebraic eigenvalue multiplicities are equal.

## Unitary similarity transformations

Two matrices $A$ and $C$ are called unitarily similar (orthogonally similar) if $S\left(C=S^{-1} A S=S^{*} A S\right)$ is unitary (orthogonal).
Reasons for the importance of unitary similarity transformations:

1. $U$ is unitary $\longrightarrow\|U\|=\left\|U^{-1}\right\|=1 \longrightarrow \kappa(U)=1$. Hence, if $C=U^{-1} A U \longrightarrow C=U^{*} A U$ and $\|C\|=\|A\|$. If $A$ is disturbed by $\delta A$ ( roundoff errors introduced when storing the entries of $A$ in finite-precision arithmetic)

$$
\longrightarrow U^{*}(A+\delta A) U=C+\delta C, \quad\|\delta C\|=\|\delta A\|
$$

Hence, errors (perturbations) in $A$ are not amplified by a unitary similarity transformation. This is in contrast to arbitrary similarity transformations.

## Unitary similarity transformations (cont.)

2. Preservation of symmetry: If $A$ is symmetric

$$
A=A^{*}, \quad U^{-1}=U^{*}: \quad C=U^{-1} A U=U^{*} A U=C^{*}
$$

3. For generalized eigenvalue problems, similarity transformations are not so crucial since we can operate with different matrices from both sides. If $S$ and $T$ are nonsingular

$$
A \mathbf{x}=\lambda B \mathbf{x} \quad \Longleftrightarrow \quad T A S^{-1} S \mathbf{x}=\lambda T B S^{-1} S \mathbf{x}
$$

This is called equivalence transformation of $A, B$. $\sigma(A ; B)=\sigma\left(T A S^{-1}, T B S^{-1}\right)$.
Special Case: $B$ is invertible \& $B=L U$ is $L U$-factorization of $B$.
$\longrightarrow$ Set $S=U$ and $T=L^{-1} \Rightarrow T B U^{-1}=L^{-1} L U U^{-1}=I$
$\Rightarrow \sigma(A ; B)=\sigma\left(L^{-1} A U^{-1}, I\right)=\sigma\left(L^{-1} A U^{-1}\right)$.

## Schur decomposition

## Theorem (Schur decomposition)

If $A \in \mathbb{C}^{n \times n}$ then there is a unitary matrix $U \in \mathbb{C}^{n \times n}$ such that

$$
\begin{equation*}
U^{*} A U=T \tag{6}
\end{equation*}
$$

is upper triangular. The diagonal elements of $T$ are the eigenvalues of $A$.

Proof: By induction:

1. For $n=1$, the theorem is obviously true.
2. Assume that the theorem holds for matrices of order $\leq n-1$.

## Schur decomposition (cont.)

3. Let $(\lambda, \mathbf{x}),\|\mathbf{x}\|=1$, be an eigenpair of $A, A \mathbf{x}=\lambda \mathbf{x}$. Construct a unitary matrix $U_{1}$ with first column $x$ (e.g. the Householder reflector $U_{1}$ with $U_{1} \mathbf{x}=\mathbf{e}_{1}$ ). Partition $U_{1}=[\mathbf{x}, \bar{U}]$. Then

$$
U_{1}^{*} A U_{1}=\left[\begin{array}{cc}
\mathbf{x}^{*} A \mathbf{x} & \mathbf{x}^{*} A \bar{U} \\
\bar{U}^{*} A \mathbf{x} & \bar{U}^{*} A \bar{U}
\end{array}\right]=\left[\begin{array}{cc}
\lambda & \times \cdots \times \\
\mathbf{0} & \hat{A}
\end{array}\right]
$$

as $A \mathbf{x}=\lambda \mathbf{x}$ and $\bar{U}^{*} \mathbf{x}=\mathbf{0}$ by construction of $U_{1}$. By assumption, there exists a unitary matrix $\hat{U} \in \mathbb{C}^{(n-1) \times(n-1)}$
such that $\hat{U}^{*} \hat{A} \hat{U}=\hat{T}$ is upper triangular. Setting $U:=U_{1}(1 \oplus \hat{U})$, we obtain (6).

## Schur vectors

$U=\left[\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{n}\right]$
$U^{*} A U=T$ is a Schur decomposition of $A \Longleftrightarrow A U=U T$.
The $k$-th column of this equation is

$$
\begin{align*}
& A \mathbf{u}_{k}=\lambda \mathbf{u}_{k}+\sum_{i=1}^{k-1} t_{i k} \mathbf{u}_{i}, \quad \lambda_{k}=t_{k k}  \tag{7}\\
& \Longrightarrow A \mathbf{u}_{k} \in \operatorname{span}\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right\}, \quad \forall k
\end{align*}
$$

The first $k$ Schur vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ form an invariant subspace for $A$. (A subspace $\mathcal{V} \subset \mathbb{F}^{n}$ is called invariant for $A$ if $A \mathcal{V} \subset \mathcal{V}$.)

- From (7): the first Schur vector is an eigenvector of $A$.
- The other columns of $U$, are in general not eigenvectors of $A$.

The Schur decomposition is not unique. The eigenvalues can be arranged in any order in the diagonal of $T$.

## The real Schur decomposition

* Real matrices can have complex eigenvalues. If complex eigenvalues exist, then they occur in complex conjugate pairs!


## Theorem (Real Schur decomposition)

If $A \in \mathbb{R}^{n \times n}$ then there is an orthogonal matrix $Q \in \mathbb{R}^{n \times n}$ such that

$$
Q^{T} A Q=\left[\begin{array}{cccc}
R_{11} & R_{12} & \cdots & R_{1 m}  \tag{8}\\
& R_{22} & \cdots & R_{2 m} \\
& & \ddots & \vdots \\
& & & R_{m m}
\end{array}\right]
$$

is upper quasi-triangular. The diagonal blocks $R_{i i}$ are either $1 \times 1$ or $2 \times 2$ matrices. $A 1 \times 1$ block corresponds to a real eigenvalue, a $2 \times 2$ block corresponds to a pair of complex conjugate eigenvalues.

## The real Schur decomposition (cont.)

Remark: The matrix

$$
\left[\begin{array}{rr}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right], \quad \alpha, \beta \in \mathbb{R}
$$

has the eigenvalues $\alpha+i \beta$ and $\alpha-i \beta$.
Let $\lambda=\alpha+i \beta, \beta \neq 0$, be an eigenvalue of $A$ with eigenvector $\mathbf{x}=\mathbf{u}+i \mathbf{v}$. Then $\bar{\lambda}=\alpha-i \beta$ is an eigenvalue corresponding to $\overline{\mathbf{x}}=\mathbf{u}-i \mathbf{v}$.

$$
\begin{aligned}
A \mathbf{x} & =A(\mathbf{u}+i \mathbf{v})=A \mathbf{u}+i A \mathbf{v} \\
\lambda \mathbf{x} & =(\alpha+i \beta)(\mathbf{u}+i \mathbf{v})=(\alpha \mathbf{u}-\beta \mathbf{v})+i(\beta \mathbf{u}+\alpha \mathbf{v}) \\
\longrightarrow A \overline{\mathbf{x}} & =A(\mathbf{u}-i \mathbf{v})=A \mathbf{u}-i A \mathbf{v} \\
& =(\alpha \mathbf{u}-\beta \mathbf{v})-i(\beta \mathbf{u}+\alpha \mathbf{v}) \\
& =(\alpha-i \beta) \mathbf{u}-i(\alpha-i \beta) \mathbf{v}=(\alpha-i \beta)(\mathbf{u}-i \mathbf{v})=\bar{\lambda} \overline{\mathbf{x}} .
\end{aligned}
$$

## The real Schur decomposition (cont.)

$k$ : the number of complex conjugate pairs.
Now, let's prove the theorem by induction on $k$.
Proof:

- First $k=0$. In this case, $A$ has real eigenvalues and eigenvectors. We can repeat the proof of the Schur decomposition in real arithmetic to get the decomposition $\left(U^{*} A U=T\right)$ with $U \in \mathbb{R}^{n \times n}$ and $T \in \mathbb{R}^{n \times n}$. So, there are $n$ diagonal blocks $R_{j j}$ all of which are $1 \times 1$.

$$
\left[\begin{array}{cccc}
R_{11} & R_{12} & \cdots & R_{1 m} \\
& R_{22} & \cdots & R_{2 m} \\
& & \ddots & \vdots \\
& & & R_{m m}
\end{array}\right]
$$

## The real Schur decomposition (cont.)

- Assume that the theorem is true for all matrices with fewer than $k$ complex conjugate pairs. Then, with $\lambda=\alpha+i \beta$, $\beta \neq 0$ and $\mathbf{x}=\mathbf{u}+i \mathbf{v}$,

$$
A[\mathbf{u}, \mathbf{v}]=[\mathbf{u}, \mathbf{v}]\left[\begin{array}{rr}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right] .
$$

Let $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ be an orthonormal basis of $\operatorname{span}\{[\mathbf{u}, \mathbf{v}]\}$. Then, since $\mathbf{u}$ and $\mathbf{v}$ are linearly independent (If $u$ and $v$ were linearly dependent then it follows that $\beta$ must be zero.), there is a nonsingular $2 \times 2$ real square matrix $C$ with

$$
\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]=[\mathbf{u}, \mathbf{v}] C
$$

## The real Schur decomposition (cont.)

$$
\begin{aligned}
A\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right] & =A[\mathbf{u}, \mathbf{v}] C=[\mathbf{u}, \mathbf{v}]\left[\begin{array}{rr}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right] C \\
& =\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right] C^{-1}\left[\begin{array}{rr}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right] C=:\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right] S .
\end{aligned}
$$

$S$ and $\left[\begin{array}{rr}\alpha & \beta \\ -\beta & \alpha\end{array}\right]$ are similar and therefore have equal eigenvalues. Now, construct an orthogonal matrix $\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \ldots, \mathbf{x}_{n}\right]=:\left[\mathbf{x}_{1}, \mathbf{x}_{2}, W\right]$.

$$
\begin{aligned}
{\left[\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right], W\right]^{T} A\left[\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right], W\right]=} & {\left[\begin{array}{c}
\mathbf{x}_{1}^{T} \\
\mathbf{x}_{2}^{T} \\
W^{T}
\end{array}\right]\left[\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right] S, A W\right] } \\
& =\left[\begin{array}{cc}
S & {\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]^{T} A W} \\
O & W^{T} A W
\end{array}\right] .
\end{aligned}
$$

## The real Schur decomposition (cont.)

The matrix $W^{T} A W$ has less than $k$ complex-conjugate eigenvalue pairs. Therefore, by the induction assumption, there is an orthogonal $Q_{2} \in \mathbb{R}^{(n-2) \times(n-2)}$ such that the matrix

$$
Q_{2}^{T}\left(W^{\top} A W\right) Q_{2}
$$

is quasi-triangular. Thus, the orthogonal matrix

$$
Q=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \ldots, \mathbf{x}_{n}\right]\left(\begin{array}{cc}
I_{2} & O \\
O & Q_{2}
\end{array}\right)
$$

transforms $A$ similarly to quasi-triangular form.

## Hermitian matrices

Matrix $A \in \mathbb{F}^{n \times n}$ is Hermitian if $A=A^{*}$.
In the Schur decomposition $A=U \wedge U^{*}$ for Hermitian matrices the upper triangular $\Lambda$ is Hermitian and therefore diagonal.

$$
\bar{\Lambda}=\Lambda^{*}=\left(U^{*} A U\right)^{*}=U^{*} A^{*} U=U^{*} A U=\Lambda
$$

each diagonal element $\lambda_{i}$ of $\Lambda$ satisfies $\bar{\lambda}_{i}=\lambda_{i} \Longrightarrow \Lambda$ must be real.
Hermitian/symmetric matrix is called positive definite (positive semi-definite) if all its eigenvalues are positive (nonnegative).
HPD or SPD $\Longrightarrow$ Cholesky factorization exists.

## Spectral decomposition

## Theorem (Spectral theorem for Hermitian matrices)

Let $A$ be Hermitian. Then there is a unitary matrix $U$ and a real diagonal matrix $\Lambda$ such that

$$
\begin{equation*}
A=U \wedge U^{*}=\sum_{i=1}^{n} \lambda_{i} \mathbf{u}_{i} \mathbf{u}_{i}^{*} \tag{9}
\end{equation*}
$$

The columns $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ of $U$ are eigenvectors corresponding to the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. They form an orthonormal basis for $\mathbb{F}^{n}$.

The decomposition (9) is called a spectral decomposition of $A$. As the eigenvalues are real we can sort them with respect to their magnitude. We can, e.g., arrange them in ascending order such that $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$.

- If $\lambda_{i}=\lambda_{j}$, then any nonzero linear combination of $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ is an eigenvector corresponding to $\lambda_{i}$,

$$
A\left(\mathbf{u}_{i} \alpha+\mathbf{u}_{j} \beta\right)=\mathbf{u}_{i} \lambda_{i} \alpha+\mathbf{u}_{j} \lambda_{j} \beta=\left(\mathbf{u}_{i} \alpha+\mathbf{u}_{j} \beta\right) \lambda_{i}
$$

- Eigenvectors corresponding to different eigenvalues are orthogonal. $A \mathbf{u}=\mathbf{u} \lambda$ and $A \mathbf{v}=\mathbf{v} \mu, \lambda \neq \mu$.

$$
\lambda \mathbf{u}^{*} \mathbf{v}=\left(\mathbf{u}^{*} A\right) \mathbf{v}=\mathbf{u}^{*}(A \mathbf{v})=\mathbf{u}^{*} \mathbf{v} \mu
$$

and thus

$$
(\lambda-\mu) \mathbf{u}^{*} \mathbf{v}=0
$$

from which we deduce $\mathbf{u}^{*} \mathbf{v}=0$ as $\lambda \neq \mu$.

## Eigenspace

- The eigenvectors corresponding to a particular eigenvalue $\lambda$ form a subspace, the eigenspace $\left\{\mathbf{x} \in \mathbb{F}^{n}, A \mathbf{x}=\lambda \mathbf{x}\right\}=\mathcal{N}(A-\lambda I)$.
- They are perpendicular to the eigenvectors corresponding to all the other eigenvalues.
- Therefore, the spectral decomposition is unique up to $\pm$ signs if all the eigenvalues of $A$ are distinct.
- In case of multiple eigenvalues, we are free to choose any orthonormal basis for the corresponding eigenspace.
Remark: The notion of Hermitian or symmetric has a wider background. Let $\langle\mathbf{x}, \mathbf{y}\rangle$ be an inner product on $\mathbb{F}^{n}$. Then a matrix $A$ is symmetric with respect to this inner product if $\langle A \mathbf{x}, \mathbf{y}\rangle=\langle\mathbf{x}, A \mathbf{y}\rangle$ for all vectors $\mathbf{x}$ and $\mathbf{y}$. All the properties of Hermitian matrices hold similarly for matrices symmetric with respect to a certain inner product.


## Matrix polynomials

$p(\lambda)$ : polynomial of degree $d$,
$p(\lambda)=\alpha_{0}+\alpha_{1} \lambda+\alpha_{2} \lambda^{2}+\cdots+\alpha_{d} \lambda^{d}$.

$$
A^{j}=\left(U \wedge U^{*}\right)^{j}=U \wedge^{j} U^{*}
$$

Matrix polynomial:

$$
p(A)=\sum_{j=0}^{d} \alpha_{j} A^{j}=\sum_{j=0}^{d} \alpha_{j} U \Lambda^{j} U^{*}=U\left(\sum_{j=0}^{d} \alpha_{j} \Lambda^{j}\right) U^{*}
$$

This equation shows that

- $p(A)$ has the same eigenvectors as the original matrix $A$.
- The eigenvalues are modified though, $\lambda_{k}$ becomes $p\left(\lambda_{k}\right)$.
- More complicated functions of $A$ can be computed if the function is defined on the spectrum of $A$.


## Theorem (Jordan normal form)

For every $A \in \mathbb{F}^{n \times n}$ there is a nonsingular matrix $X \in \mathbb{F}^{n \times n}$ such that

$$
X^{-1} A X=J=\operatorname{diag}\left(J_{1}, J_{2}, \ldots, J_{p}\right)
$$

where

$$
J_{k}=J_{m_{k}}\left(\lambda_{k}\right)=\left[\begin{array}{cccc}
\lambda_{k} & 1 & & \\
& \lambda_{k} & \ddots & \\
& & \ddots & 1 \\
& & & \lambda_{k}
\end{array}\right] \in \mathbb{F}^{m_{k} \times m_{k}}
$$

are called Jordan blocks and $m_{1}+\cdots+m_{p}=n$. The values $\lambda_{k}$ need not be distinct. The Jordan matrix $J$ is unique up to the ordering of the blocks. The transformation matrix $X$ is not unique.

## Jordan normal form

- Matrix diagonalizable $\Longleftrightarrow$ all Jordan blocks are $1 \times 1$ (trivial). In this case the columns of $X$ are eigenvectors of $A$.
- One eigenvector associated with each Jordan block

$$
J_{2}(\lambda) \mathbf{e}_{1}=\left[\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\lambda \mathbf{e}_{1} .
$$

- Nontrivial blocks give rise to so-called generalized eigenvectors $\mathbf{e}_{2}, \ldots, \mathbf{e}_{m_{k}}$ since

$$
\left(J_{k}(\lambda)-\lambda /\right) \mathbf{e}_{j+1}=\mathbf{e}_{j}, \quad j=1, \ldots, m_{k}-1
$$

- Computation of Jordan blocks is unstable.


## Jordan normal form (cont.)

Let $Y:=X^{-*}$ and let $X=\left[X_{1}, X_{2}, \ldots, X_{p}\right]$ and $Y=\left[Y_{1}, Y_{2}, \ldots, Y_{p}\right]$ be partitioned according to $J$. Then,

$$
\begin{aligned}
A & =X J Y^{*}=\sum_{k=1}^{p} X_{k} J_{k} Y_{k}^{*}=\sum_{k=1}^{p}\left(\lambda_{k} X_{k} Y_{k}^{*}+X_{k} N_{k} Y_{k}^{*}\right) \\
& =\sum_{k=1}^{p}\left(\lambda_{k} P_{k}+D_{k}\right),
\end{aligned}
$$

where $N_{k}=J_{m_{k}}(0), P_{k}:=X_{k} Y_{k}^{*}, D_{k}:=X_{k} N_{k} Y_{k}^{*}$.
Since $P_{k}^{2}=P_{k}, P_{k}$ is a projector on $\mathcal{R}\left(P_{k}\right)=\mathcal{R}\left(X_{k}\right)$. It is called a spectral projector.

## Projections

A matrix $P$ that satisfies $P^{2}=P$ is called a projection.
A projection is a square matrix. If $P$ is a projection then $P \mathbf{x}=\mathbf{x}$ for all $\mathbf{x}$ in the range $\mathcal{R}(P)$ of $P$. In fact, if $\mathbf{x} \in \mathcal{R}(P)$ then $\mathbf{x}=P \mathbf{y}$ for some $\mathbf{y} \in \mathbb{F}^{n}$ and $P \mathbf{x}=P(P \mathbf{y})=P^{2} \mathbf{y}=P \mathbf{y}=\mathbf{x}$.


## Projections (cont.)

Example: Let

$$
P=\left(\begin{array}{ll}
1 & 2 \\
0 & 0
\end{array}\right)
$$

The range of $P$ is $\mathcal{R}(P)=\operatorname{span}\left\{\mathbf{e}_{1}\right\}$. The effect of $P$ is depicted in the figure of the previous page: All points $\mathbf{x}$ that lie on a line parallel to $\operatorname{span}\left\{(2,-1)^{*}\right\}$ are mapped on the same point on the $\mathbf{x}_{1}$ axis. So, the projection is along $\operatorname{span}\left\{(2,-1)^{*}\right\}$ which is the null space $\mathcal{N}(P)$ of $P$.

If $P$ is a projection then also $I-P$ is a projection.
If $P \mathbf{x}=\mathbf{0}$ then $(I-P) \mathbf{x}=\mathbf{x}$.
$\Longrightarrow$ range of $I-P$ equals the null space of $P: \mathcal{R}(I-P)=\mathcal{N}(P)$.
It can be shown that $\mathcal{R}(P)=\mathcal{N}\left(P^{*}\right)^{\perp}$.

## Projections (cont.)

Notice that $\mathcal{R}(P) \cap \mathcal{R}(I-P)=\mathcal{N}(I-P) \cap \mathcal{N}(P)=\{\mathbf{0}\}$.
So, any vector $\mathbf{x}$ can be uniquely decomposed into

$$
\mathbf{x}=\mathbf{x}_{1}+\mathbf{x}_{2}, \quad \mathbf{x}_{1} \in \mathcal{R}(P), \quad \mathbf{x}_{2} \in \mathcal{R}(I-P)=\mathcal{N}(P) .
$$

The most interesting situation occurs if the decomposition is orthogonal, i.e., if $\mathbf{x}_{1}^{*} \mathbf{x}_{2}=0$ for all $\mathbf{x}$.

A matrix $P$ is called an orthogonal projection if
(i) $P^{2}=P$
(ii) $P^{*}=P$.

## Projections (cont.)

Example: Let $\mathbf{q}$ be an arbitrary vector of norm $1,\|\mathbf{q}\|=\mathbf{q}^{*} \mathbf{q}=1$. Then $P=\mathbf{q q}^{*}$ is the orthogonal projection onto $\operatorname{span}\{\mathbf{q}\}$.

Example: Let $Q \in \mathbb{F}^{n \times p}$ with $Q^{*} Q=I_{p}$. Then $Q Q^{*}$ is the orthogonal projector onto $\mathcal{R}(Q)$, which is the space spanned by the columns of $Q$.

## Rayleigh quotient

The Rayleigh quotient of $A$ at $\mathbf{x}$ is defined as

$$
\rho(\mathbf{x}):=\frac{\mathbf{x}^{*} A \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}}, \quad \mathbf{x} \neq \mathbf{0}
$$

If $\mathbf{x}$ is an approximate eigenvector, then $\rho(\mathbf{x})$ is a reasonable choice for the corresponding eigenvalue.
Using the spectral decomposition $A=U \wedge U^{*}$,

$$
\mathbf{x}^{*} A \mathbf{x}=\mathbf{x}^{*} U \wedge U^{*} \mathbf{x}=\sum_{i=1}^{n} \lambda_{i}\left|\mathbf{u}_{i}^{*}\right|^{2}
$$

Similarly, $\mathbf{x}^{*} \mathbf{x}=\sum_{i=1}^{n}\left|\mathbf{u}_{i}^{*} \mathbf{x}\right|^{2}$. With $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$, we have

$$
\lambda_{1} \sum_{i=1}^{n}\left|\mathbf{u}_{i}^{*} \mathbf{x}\right|^{2} \leq \sum_{i=1}^{n} \lambda_{i}\left|\mathbf{u}_{i}^{*} \mathbf{x}\right|^{2} \leq \lambda_{n} \sum_{i=1}^{n}\left|\mathbf{u}_{i}^{*} \mathbf{x}\right|^{2}
$$

## Rayleigh quotient (cont.)

$$
\begin{gathered}
\Longrightarrow \lambda_{1} \leq \rho(\mathbf{x}) \leq \lambda_{n}, \quad \text { for all } \mathbf{x} \neq \mathbf{0} . \\
\rho\left(\mathbf{u}_{k}\right)=\lambda_{k},
\end{gathered}
$$

the extremal values $\lambda_{1}$ and $\lambda_{n}$ are attained for $\mathbf{x}=\mathbf{u}_{1}$ and $\mathbf{x}=\mathbf{u}_{n}$.

## Theorem

Let $A$ be Hermitian. Then the Rayleigh quotient satisfies

$$
\begin{equation*}
\lambda_{1}=\min \rho(\mathbf{x}), \quad \lambda_{n}=\max \rho(\mathbf{x}) . \tag{10}
\end{equation*}
$$

As the Rayleigh quotient is a continuous function it attains all values in the closed interval $\left[\lambda_{1}, \lambda_{n}\right]$.

## Theorem (Minimum-maximum principle)

Let $A$ be Hermitian. Then

$$
\lambda_{p}=\min _{\substack{X \in \mathbb{F}^{n \times p} \\ \operatorname{rank}(X)=p}} \max _{\mathbf{x} \neq \mathbf{0}} \rho(X \mathbf{x})
$$

Proof: Let $U_{p-1}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{p-1}\right]$. For every $X \in \mathbb{F}^{n \times p}$ with full rank we can choose $\mathbf{x} \neq \mathbf{0}$ such that $U_{p-1}^{*} X \mathbf{x}=\mathbf{0}$. Then $\mathbf{0} \neq \mathbf{z}:=X \mathbf{x}=\sum_{i=p}^{n} z_{i} \mathbf{u}_{i}$ and

$$
\rho(\mathbf{z}) \geq \lambda_{p}
$$

For equality choose $X=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{p}\right]$.

## Theorem (Monotonicity principle)

Let $A$ be Hermitian and let $Q:=\left[\mathbf{q}_{1}, \ldots, \mathbf{q}_{p}\right]$ with $Q^{*} Q=I_{p}$. Let $A^{\prime}:=Q^{*} A Q$ with eigenvalues $\lambda_{1}^{\prime} \leq \cdots \leq \lambda_{p}^{\prime}$. Then

$$
\lambda_{k} \leq \lambda_{k}^{\prime}, \quad 1 \leq k \leq p .
$$

Proof: Let $\mathbf{w}_{1}, \ldots, \mathbf{w}_{p} \in \mathbb{F}^{p}, \mathbf{w}_{i}^{*} \mathbf{w}_{j}=\delta_{i j}$, be the eigenvectors of $A^{\prime}$,

$$
A^{\prime} \mathbf{w}_{i}=\lambda_{i}^{\prime} \mathbf{w}_{i}, \quad 1 \leq i \leq p
$$

Vectors $Q \mathbf{w}_{1}, \ldots, Q \mathbf{w}_{p}$ are normalized and mutually orthogonal. Construct normalized vector $\mathbf{x}_{0}=Q\left(a_{1} \mathbf{w}_{1}^{\prime}+\cdots+a_{k} \mathbf{w}_{k}^{\prime}\right) \equiv Q \mathbf{a}$ that is orthogonal to the first $k-1$ eigenvectors of $A, \mathbf{x}_{0}^{*} \mathbf{u}_{i}=0$, $1 \leq i \leq k-1$. Minimum-maximum principle:
$\Longrightarrow \quad \lambda_{k} \leq R\left(\mathbf{x}_{0}\right)=\mathbf{a}^{*} Q^{*} A Q \mathbf{a}=\sum_{i=1}^{k}|a|_{i}^{2} \lambda_{i}^{\prime} \leq \lambda_{k}^{\prime}$.

## Trace of a matrix

The trace of a matrix $A \in \mathbb{F}^{n \times n}$ is defined to be the sum of the diagonal elements of a matrix. Matrices that are similar have equal trace. Hence, by the spectral theorem,

$$
\operatorname{trace}(A)=\sum_{i=1}^{n} a_{i i}=\sum_{i=1}^{n} \lambda_{i} .
$$

Theorem (Trace theorem)

$$
\lambda_{1}+\lambda_{2}+\cdots+\lambda_{p}=\min _{X \in \mathbb{F}^{n \times p}, X^{*} X=I_{p}} \operatorname{trace}\left(X^{*} A X\right)
$$

## The singular value decomposition (SVD)

## Theorem (Singular value decomposition)

If $A \in \mathbb{C}^{m \times n}, m \geq n$, then there exist unitary matrices $U \in \mathbb{C}^{m \times m}$ and $V \in \mathbb{C}^{n \times n}$ such that

$$
U^{*} A V=\Sigma=\left[\begin{array}{c}
\Sigma_{1} \\
O
\end{array}\right]=\left(\begin{array}{ccc}
\sigma_{1} & & \\
& \ddots & \\
& & \\
& O_{m-n \times n}
\end{array}\right),
$$

where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p} \geq 0$.
Hence, $A \mathbf{v}_{j}=\mathbf{u}_{j} \sigma_{j}$ and $A^{*} \mathbf{u}_{j}=\mathbf{v}_{j} \sigma_{j}$ for $j=1, \ldots, n$.

## The singular value decomposition (SVD) (cont.)

because

$$
\left\|U \Sigma V^{*} \mathbf{x}\right\|_{2}^{2}=\mathbf{x}^{*} V \Sigma^{*} U^{*} U \Sigma V^{*} \mathbf{x}=\mathbf{y}^{*} \Sigma^{*} \Sigma \mathbf{y}=\mathbf{y}^{*} \Sigma_{1}^{2} \mathbf{y}=\left\|\Sigma_{1} \mathbf{y}\right\|_{2}
$$

The maximum is assumed for $\mathbf{y}=\mathbf{e}_{1}$, i.e., $\mathbf{x}=\mathbf{v}_{1}$.
If $A \in \mathbb{C}^{n \times n}$ is nonsingular then $\sigma_{n}>0$ and

$$
\left\|A^{-1}\right\|_{2}=\frac{1}{\sigma_{n}}
$$

By consequence, $\kappa_{2}(A)=\sigma_{1} / \sigma_{n}$.

## The singular value decomposition (SVD) (cont.)

The SVD $A=U \Sigma V^{*}$ is related to various symmetric eigenvalue problems

$$
\begin{aligned}
A^{*} A & =V \Sigma^{2} V^{*} \\
A A^{*} & =U \Sigma^{2} U^{*} \\
{\left[\begin{array}{cc}
O & A \\
A^{*} & O
\end{array}\right] } & =\left[\begin{array}{ll}
U & O \\
O & V
\end{array}\right]\left[\begin{array}{cc}
O & \Sigma \\
\Sigma^{T} & O
\end{array}\right]\left[\begin{array}{cc}
U^{*} & O \\
O & V^{*}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\frac{1}{\sqrt{2}} U_{1} & \frac{1}{\sqrt{2}} U_{1} & U_{2} \\
\frac{1}{\sqrt{2}} V & -\frac{1}{\sqrt{2}} V & O
\end{array}\right]\left[\begin{array}{ccc}
\Sigma_{1} & O & O \\
O & -\Sigma_{1} & O \\
O & O & O
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} U_{1}^{*} & \frac{1}{\sqrt{2}} V^{*} \\
\frac{1}{\sqrt{2}} U_{1}^{*} & -\frac{1}{\sqrt{2}} V^{*} \\
U_{2}^{*} & O
\end{array}\right]
\end{aligned}
$$

where $U_{1}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right]$.

## Exercise 2

(Variations on the Schur decomposition) http://people.inf.ethz.ch/arbenz/ewp/Exercises/exercise02.pdf

