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Abstract. The theory behind fault tolerant multi-level Monte Carlo (FT-MLMC)
methods was recently developed and tested. These tests were made without a real
fault tolerant implementation. We implemented an MPI-parallelized fault tolerant
MLMC version of an existing parallel MLMC code (ALSVID-UQ). It is based on
the User Level Failure Mitigation, a fault tolerant extension of MPI. We confirm
our FT-MLMC theory by means of simulations of the two-dimensional stochastic
Euler equations of gas dynamics.
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Introduction

In large scale simulations on emerging massively parallel computing platforms proces-
sor failures at runtime are inevitable [1] and occur, in fact, with increasing frequency as
the number of processors increases. This trend will lead to a situation where standard
checkpoint/restart mechanisms will no longer work properly. This motivated us to pro-
pose a fault tolerant Monte Carlo (FT-MC) and a fault tolerant multi-level Monte Carlo
(FT-MLMC) method neither relying on checkpoint/restart nor on recomputation of sam-
ples [2]. We proposed to incorporate all samples unaffected by failures in the compu-
tation of the final result, and simply ignore samples affected by failures. Failures there-
fore do not lead to an overhead, but potentially lower the quality of the results. Silent
(undetected) errors were not covered by this theory.

In this paper we present an implementation of the FT-MLMC method. This imple-
mentation tolerates failures of several cores of a high performance computer. We use the
User Level Failure Mitigation (ULFM) [3], a fault tolerant extension of MPI, to achieve
this behavior. In order to test the program a failure generator aborts MPI processes after
randomly chosen execution times.

First, in Section 1 we introduce the concept of MLMC and the theoretical proper-
ties of its fault tolerant version FT-MLMC. Then, we describe the implementation in
Section 2. In Section 3 we present the FT-MLMC error with respect to simulated fail-
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ure rates. The execution time of the FT-MLMC method is compared with the standard
failure-free MLMC method and the influence of the failures is quantified. In Section 4 we
discuss and analyse the obtained results. Finally, we draw our conclusions in Section 5.

1. FT-MLMC

The convergence rate with respect to the computational work of Monte Carlo (MC) meth-
ods, applied to estimate the expected solution to a partial differential equation with ran-
dom input, is often suboptimal. The accuracy of the MC method is determined on the one
hand by the number of samples used and on the other hand by the discretization error ac-
cepted in the computation of each sample (for instance using a finite volume method). To
increase the accuracy of the MC solution, it is not sufficient to simply use more samples,
additionally each sample has to be computed with a lower discretization error. This re-
sults in higher computational costs per sample, as for instance by using a finer mesh. This
is illustrated in Fig. 1, where two MC simulations are shown, on the left an inaccurate,
and on the right a more accurate one. The error of MC methods normally converges as

Figure 1. On the left a inaccurate MC simulation with 2 samples inaccurately computed on a coarse mesh. On
the right a more accurate MC simulation with more samples computed on a finer mesh.

1/
√

M, where M is the number of samples. If all samples were equally expensive the er-
ror versus work convergence rate would be 1/

√
work. But, increasing accuracy demands

more accurately computed samples, which comes with increasing computation costs per
sample. This explains why the MC convergence versus work is worse than 1/

√
work. If

applicable, Multi-level Monte Carlo (MLMC) methods may reach this optimal 1/
√

work
convergence rate.

In MLMC methods [4,5,6,7] not all samples are computed on the finest mesh. In
fact, most samples are computed on coarser meshes with a larger discretization error. We
specify a hierarchy of discretization levels with the corresponding mesh width, h�<h�−1,
from the coarsest level �= 0 to the finest �=L. We denote by Xh�−Xh�−1 a sample on
level �, where Xh� is computed with a mesh width h�. Using a telescopic sum the MLMC
approximation is defined as

E[XhL ] = EM0 [Xh0 ]+
L

∑
�=1

EM�
[Xh� −Xh�−1 ].

Here, EM�
[·] denotes the mean estimated with MC using M� samples. First, the mean of

the coarsest discretization level �=0 is computed. Then, the difference from each con-
secutive discretization level to the next is approximated and added. The MLMC approx-
imation is illustrated and compared to an MC method in Fig. 2, where every color sym-
bolizes a sample with equal input parameters and the discretization level is illustrated by
the underlying mesh.

Two solutions Xh� ,Xh�−1 computed on consecutive discretization levels are similar.
The MLMC method exploits that the variance of the difference Xh�−Xh�−1 decreases as �
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Figure 2. The idea of MLMC is illustrated on the left and compared to the MC method on the right.

increases. The error of the MC estimate is determined by this variance and by the number
of samples M�. As for large � (fine mesh, and hence expensive) the variance is small,
it is possible to use fewer samples on fine levels, such that M0 >M1 >.. .>ML. More
precisely, the MLMC error is bounded by

‖E[X ]−E[XhL ]‖L2(Ω;L1) ≤ ‖E[X ]−E[XhL ]‖L1 +M−1/2
0 ‖Xh0‖L2(Ω;L1)

+
L

∑
�=1

M−1/2
� ‖Xh� −Xh�−1‖L2(Ω;L1).

(1)

For many problems a clever choice of M� leads to the optimal MLMC convergence rate
of error versus 1/

√
work [4,5,6,7].

In [2] we proposed a fault tolerant MLMC (FT-MLMC) algorithm, which uses only
the surviving samples (unaffected by failures) to compute the MLMC estimate. The num-
ber of surviving samples is not a fixed number, but a random variable M̂� from the failure
probability space Ω′. The resulting error is bounded by

‖E[X ]−E[XhL ]‖L1(Ω′;L2(Ω;L1)) ≤ ‖E[X ]−E[XhL ]‖L1(Ω′;L1)

+E[min(M̂−1/2
0 ,1)] ‖Xh0‖L2(Ω;L1) +

L

∑
�=1

E[min(M̂−1/2
� ,1)] ‖Xh� −Xh�−1‖L2(Ω;L1),

an error bound very similar to the failure-free MLMC method. Compared with (1), M−1/2
�

is replaced by the expected value E[min(M̂−1/2
� ,1)] (over the failure probability space

Ω′). The minimum covers the case where all samples of a level � are lost. This introduces
a significant error in the FT-MLMC estimate [2]. Note that the coarser the level, the
larger the error, which makes it fatal to lose coarse levels.

2. Implementation

We implemented FT-MLMC using ALSVID-UQ [8], an existing MPI-parallelized code
designed for uncertainty quantification in partial differential equations using MLMC
simulations. In order to achieve fault tolerance with MPI, we chose the User Level Fail-
ure Mitigation (ULFM) [3].

2.1. ULFM

Originally, ULFM [3] was proposed as a process fault tolerance extension in the MPI-3.0
standard. However, it was removed from the standard before its release. It consists of
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a minimal set of changes, necessary for libraries and applications, to incorporate fault
tolerance. ULFM is implemented in the development branch 1.7ft of Open MPI (We use
git rev. 2d7175b).

In ULFM, process failures are reported using the return code of MPI communica-
tion routines. A point-to-point communication routine returns with success or it (even-
tually) reports the failure of the partner process. In collective communication, the re-
sult might be non-uniform, i.e., some processes report process failures, while others
successfully terminate the current communication. MPI_COMM_REVOKE can be used
to explicitly propagate knowledge about failures and prohibit any further communica-
tion on the given communicator by setting the communicator in the revoked state. Us-
ing MPI_COMM_SHRINK, a new communicator is created containing all surviving pro-
cesses of a revoked communicator. Additionally, ULFM provides a consensus protocol
by the MPI_COMM_AGREE routine.

2.2. Parallelization

The parallelization of FT-MLMC follows the approach made in ALSVID-UQ [9]. As
illustrated in Fig. 3, levels (red) are executed in parallel, like samples of the same level
(blue) and subdomains, when domain decomposition is applied to large samples of fine
levels. The load of each process can be balanced statically as samples of coarse levels
require a known fraction of the execution time of a sample of the finest level [9]. Samples
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Figure 3. Parallel distribution of work in ALSVID-UQ [9].

of very coarse levels are computed by a single process. In the actual implementation of
ALSVID-UQ multiple levels (e.g., 0 and 1 in Fig. 3) can be dealt with by one process. If
one of these processes fails, all samples of the respective level are lost, leaving us with
a large error. In order to avoid this, in FT-MLMC, we assign at least two processes to
a level such that at least two processes have to fail until all samples of a level are lost.
This is illustrated in Fig. 4, where levels 0 to 2 are distributed among 2 processes. Note
that processes dealing with the coarsest levels are usually underloaded. However, the
performance drop is marginal for large runs.
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Figure 4. Parallel distribution of work in FT-MLMC with improved failure resilience.
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2.3. Communication

The failure-free ALSVID-UQ consists of three communication phases. The first phase
concerns large samples, where information is exchanged across the interfaces of sub-
domains during the computation. In the second phase, the mean is calculated on every
level using MPI_REDUCE on the level communicator, i.e., a communicator connecting
domains on the same level or, for large samples, corresponding subdomains on the same
level. The means are stored in ‘level roots’. In the third phase, all level roots send their
means by point-to-point communication to the level roots of the finest level, where they
are aggregated and saved to disk.

We have kept the communication pattern of ALSVID-UQ and supplemented it with
fault tolerance. In the first phase, a process stops computing as soon as it discovers
the failure of one of the processes dealing with another subdomain of the same sam-
ple. However, it continues participating in communications. In the second phase, we use
MPI_ALLREDUCE instead of MPI_REDUCE, such that each process owns the mean of
its level. This way, any process can play the role of the level root. In case of a fail-
ure, the level communicator is recreated and MPI_ALLREDUCE is repeated with the re-
maining processes. If all processes of a level communicator fail, the level is lost. In rare
cases, a process failure can cause non-uniform success of MPI_ALLREDUCE. Hence,
MPI_ALLREDUCE is followed by MPI_COMM_AGREE to ensure that all processes to-
gether either repeat MPI_ALLREDUCE as just described or continue with the third phase.

In the third phase, all processes attempt to aggregate the mean values of the dif-
ferent levels and store the result to disk. Before any of the involved processes finalizes
MPI, they must check whether this procedure has completed without failure. To this
end, MPI_BARRIER is called on MPI_COMM_WORLD to discover failed processes. If
MPI_BARRIER indicates a failure, then each level communicator has to (re)assign its
level root, maybe after a recreation of the communicator. Additionally, the finest liv-
ing level has to be determined. Afterwards, the attempt to aggregate can be resumed.
It has to be paid attention if MPI_BARRIER indicates success. As the success of the
MPI_BARRIER is non-uniform, MPI_COMM_AGREEmust be called to enforce globally
consistent information. If this means success, then all processes know that the MLMC
result is safely stored to disk such that they can terminate.

In the described method, samples are communicated to other processes only after
all samples of a level are computed. This is why we call this the “late save” strategy.
To reduce the vulnerability of FT-MLMC to failures, the sum of the local samples may
be sent at periodic time intervals to all processes of the level communicator, where it is
added to their local sum. In case of failure the intermediate results are not lost. We call
this the “intermediate save” strategy. In our implementation this is achieved by repeatedly
applying the method used to calculate the mean on every level.

2.4. Failure generation

In order to test the implementation and to compare the results with our theory we in-
cluded a failure generator, which terminates MPI processes randomly with a given dis-
tribution. We use a Weibull distribution [10] to model the time between two consecu-
tive failures on one core, where we assume that core failures are statistically indepen-
dent. Based on a study of Schroeder and Gibson [11], we use a Weibull shape parame-
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ter k=0.5, and vary the mean time between failure (MTBF) with the Weibull scale pa-
rameter λ . The mean of the Weibull distribution represents then the MTBF for a core.
Dividing this result by the number of cores involved yields the MTBF of all the cores.

When a simulation is started, we don’t know when the involved cores failed last.
Therefore, we are not only interested in the time between two failures but also in the
distribution of the time from the start of the computation until the first failure of a core
occurs. In [2] we describe an algorithm to draw a realization of this distribution, using
findings in [12,13].

The failure generator is started in the initial phase of the program with given Weibull
parameters λ and k. It computes a realization of the first failure time of each MPI process
by drawing a realization of the described distribution. For the given failure times a timed
asynchronous interrupt is set, which kills the MPI process using the exit system call. As
a consequence, failures can happen at any time, during computation, communication or
while ULFM is recovering from previous failures.

3. Experiments

We demonstrate the ability of our fault tolerant version of ALSVID-UQ by solving the
two-dimensional stochastic Euler equations of gas dynamics. In these equations a solu-
tion Xh consists of the computed density ρh, the velocity field uh and the pressure ph.
We compute the mean (at time t=0.06) of the so-called cloud-shock interaction problem
with 8 sources of uncertainty in the initial condition (for details see [14, §8.1.2]). A first
order finite volume method is used to compute the individual samples.

We compute our results on Brutus5, a large compute cluster at ETH Zurich. We
use nodes with four 12-core AMD Opteron 6174 CPUs and 64 GB of RAM. Due to
incompatibility of Open MPI 1.7ft with the batch system of Brutus, we are currently not
able to use ULFM on multiple nodes. Therefore, we show results which are computed on
a single 48-core node, hence we use at most 48 MPI processes. We emphasize however
that our implementation would work without any changes on multiple nodes, once the
incompatibilities are resolved.

The simulations presented use the FT-MLMC configuration in Fig. 4. As shown
there we use 6 levels, 46 processes, domain decomposition on levels 4 and 5 and compute
a total of 126 samples. The mesh widths used are h�=2−(4+�), 0 ≤ � ≤ 5, which means
that the finest level is computed with hL =h5 =2−9. In the “intermediate save” strategy
the locally computed intermediate result is sent to all processes of the same level up to 4
times. On level 5 only two samples are computed, each on 16 cores. Hence, no interme-
diate result is available on this level. There, the “intermediate save” strategy does not im-
prove the failure resilience. The “intermediate save” strategy improves the resilience on
levels 0 to 3, where more than 4 samples are computed per process and slightly improves
it on level 4.

In Fig. 5 we show three different results, the mean of the density ρ at t = 0.06s,
obtained by FT-MLMC. The result in Fig. 5(a) is computed failure-free. In Fig. 5(b) a
result is shown, where 3 out of 46 processes were killed. Figure 5(c) shows the result of
an FT-MLMC run, where 9 out of 46 processes were killed, among them both processes

5http://brutuswiki.ethz.ch/brutus/Brutus_cluster
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(a) failure-free (b) few failures (c) many failures

Figure 5. Results of the FT-MLMC implementation for three different failure scenarios.

dealing with level 2, such that all samples of this level are missing. The deterioration of
the result is obvious.

In Fig. 6 several quantities of the FT-MLMC method for different MTBFs are pre-
sented. All quantities are averages over 30 FT-MLMC runs. They are discussed in the
next section. Figure 6(a) presents two measurements for the “intermediate save” strategy.
(The results for the “late save” strategy are similar.) First, we show the percentage of
processes failed during the computation. Second, the “at least a failure” probability is
shown, which measures the fraction of FT-MLMC runs, that experience at least one fail-
ure. (All other FT-MLMC runs are failure-free.) Remember that standard MPI crashes if
a failure occurs.

The measurement of the FT-MLMC error versus MTBF is shown in Fig. 6(b). Using
a MLMC reference solution E[Xref] with L = 8, ML = 8 and hL = 2−11, the absolute

FT-MLMC error is measured as
√

E30[‖E[XhL ]−E[Xref]‖2
L1 ]. The relative error of the

failure-free ALSVID-UQ is shown at MTBF = 2·104 s, where the fault tolerant strategies
(“intermediate save” and “late save”) are of the same quality. For MTBF in the range of
2 · 104 s downto 200 s the error remains rather constant. Then it starts to slightly grow.
It “explodes” at MTBF < 40s for the “late save” strategy and at MTBF < 20s for the
“intermediate save” strategy.

Figure 6(c) shows the measured wall-clock run-time for the two fault tolerant strate-
gies and the failure-free run. Between the two fault tolerant versions no significant dif-
ference is measured. At MTBF = 2·104 s we can see the small overhead (around 5%) of
both fault tolerant runs compared to the standard failure-free ALSVID-UQ implemen-
tation. For the fault tolerant versions the run-time remains approximately constant for
MTBF > 100s. Then, the run-time decreases.

Figure 6(d) presents two measurements for the “intermediate save” strategy. (The re-
sults for the “late save” strategy are similar.) The first measurement “all samples failed”
shows how often no samples at all could be computed, since too many processes have
failed. Then no FT-MLMC result is computed, such that these runs are ignored in the
error computation of Fig. 6(b). The same holds for runs which crashed (indicated by
“program crashed”).
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Figure 6. Statistics for the FT-MLMC implementation.

4. Discussion

The correlation between process failure probability and MTBF is clearly visible. How-
ever, we use the “at least a failure” probability to determine an upper MTBF rate for
which fault tolerance is useful. For this purpose the “at least a failure” probability is
used. At MTBF=2 ·104 s our MLMC run is rarely hit by a failure, hence fault tolerance
is dispensable. However, for MTBF<103 s, the fault tolerance pays off. Without it, more
than 10% of all runs would terminate without a result, even though the process failure
probability is still small.

For very small MTBFs (�20s) our FT-MLMC method does no longer perform well.
This has the following two reasons:

1. If so many processes fail that no samples can be computed anymore, then no
result is obtained. This happens, if all processes handling the coarsest levels fail
and one process per sample of the finer levels. This effect starts to play a role for
MTBF < 20s, see Fig. 6(d). In our example (recall Fig. 4) at least 10 processes
have to fail, namely all processes of levels 0 to 3 and at least one for every domain
in levels 4 and 5.

2. Samples of the finer level are very vulnerable, as they are treated by many pro-
cesses. If the MTBF is sufficiently small, then also processes handling the coars-
est levels are frequently hit by failures and the error can get unacceptably large.
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In our measurements this starts at MTBF ≈ 40s for the “late save” strategy and
at MTBF ≈ 20s for the “intermediate save” strategy, see Fig. 6(b).
The effect is depicted in Fig. 5(c), where an FT-MLMC run is shown with a very
large error.

We can now define a region, where our FT-MLMC method is helpful, i.e., where
the fault tolerance is needed. In this region the “at least a failure” risk is high. However,
we can still expect sufficiently many samples to complete such that the error remains
small. For the “late save” strategy this region is between 40s < MTBF < 103 s and for
the “intermediate save” strategy between 20s < MTBF < 103 s.

The crashes we observed were mostly due to a consensus protocol failure 6, some-
thing which should not happen in ULFM. But keep in mind, that we are using a devel-
opment implementation. Nevertheless, we observe that these problems only show up for
MTBF < 20s, where the relative error is already large, and hence our fault tolerance
approach is not suitable. Therefore, the implementation of ULFM is stable enough for
these runs.

As described in Section 2 some additional commands are added to ALSVID-UQ, in
order to make it fault tolerant. This has an effect on the wall-clock run-time, independent
of the appearance of failures. Additionally, the standard (failure-free) MPI used on our
cluster Brutus might be slightly faster than the implementation of ULFM we used. The
combination of these effects is measurable and results in an overhead of approximately
5%, cf. Fig. 6(c).

In the presence of failure some overhead is unavoidable, because communicators
have to be revoked and shrinked. Our results indicate that it is negligible. We even ob-
serve that the run-time decreases for very small MTBF. At first, this seems strange. But
in the presence of high failure rates large samples are likely to be aborted and only pro-
cesses dealing with coarse levels are able to provide results. These processes often run
on underloaded processors.

No significant overhead is measured for the “intermediate save” compared to the
“late save” strategy. Since the “intermediate save” strategy performs better, regarding the
range of applicability, it is advisable to use this technique.

In the plots an average over 30 FT-MLMC runs was used. Using additional runs
wold increase the accuracy of the measurements.

5. Conclusion

We implemented a fault tolerant multi-level Monte Carlo (FT-MLMC) method and in-
tegrated it into the existing MLMC program ALSVID-UQ. As a fault tolerant MPI we
used ULFM of which a development implementation is available, based on Open MPI.
This enables our code to handle process failures.

We tested our fault tolerant version of ALSVID-UQ by solving the 2-dimensional
stochastic Euler equations of gas dynamics. The FT-MLMC results of these equations
have been analysed for various mean time between failures (MTBF). We showed that FT-
MLMC provides an MTBF range, where fault tolerance is needed and where our method
provides good results. These experiments confirm our FT-MLMC theory [2].

6According to George Bosilca the mentioned bug is fixed in newer ULFM versions.
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Our ultimate goal is to run the FT-MLMC method on emerging massively parallel
computing platforms, where failures will be unavoidable. Some parts of our findings
can be transferred to the future needs. For large runs, the probability that no samples
are computed, should rather shrink, as these runs will have more levels, more samples,
and most samples require domain decomposition. Program crashes, due to ULFM, will
surely decline, as more mature implementations will be available. With them, the run-
time overhead due to fault tolerance should decrease as well. In the presence of many
failures the relative error will always grow. At some failure rate the error will become
unacceptably large, such that an FT-MLMC method alone will no longer perform well.
However, as predicted by our theory [2], there is a considerable range, where our simple
and cheap FT-MLMC procedure is beneficial.
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