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Introduction

This project consists in the study and the implementation of a parallel algorithm the task of which is to
solve the so-called decoding problem. The initial problem is given by a large n×m matrix A over F2, with
n � m, and a target vector y. The solution of the problem is an m-vector x such that the Hamming weight
of Ax + y mod 2 is as small as possible. One can show that this problem reduces to the low Hamming
weight codeword problem, which can be tackled with the help of Stern’s algorithm and its variants (see,
e.g., J. Stern [6], or, A. Canteaut [1]). This problem is at the heart of the McEliece public-key cryptosystem,
as well as other cryptological problems of interest.
This minimization problem is related to the least-squares problem in the real or complex numbers. In large
scale applications, i.e., for very large values of n, it can be (approximately) solved by the Lanczos al-
gorithm [2]. Here, an implementation is required for the finite field F2. The purpose of this thesis is the
implementations of Stern’s algorithm for very large system sizes n.
The implementation will be based on the Trilinos framework [3].
This project will be executed in close collaboration with the Eidg. Dept. Verteidigung, Bevölkerungsschutz
& Sport (VBS), Department of Information Security and Cryptology.

Tasks

• Get familiar with the required cryptology.

• Get familiar with the integer version of the Arnoldi or Lanczos algorithm, also known as Wiedemann
algorithm.

• Get familiar with the parallel framework Trilinos [4, 7]

• Come up with a time-table for the master thesis.

• Implementation of the chosen algorithm.

• Validation and Benchmarking.

• Application to a real world example that will be determined later.

Requirements

• Good knowledge in C++.

• Some knowledge in cryptology.

• The attendance of a parallel computing course is very useful.

• Willing to work in an interdisciplinary environment.
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Deliverables

The work is to be documented in a short and concise thesis. It must be written such that it is intelligible to
a fellow-student.
The code should be written as clean as possible. It must be complemented by a short user’s guide.

Presentation

At the end of the thesis the work is to be presented in a talk at a seminar of the Chair of Computational
Science. The date of the talk will be determined later.

Contact

• Prof. Dr. Peter Arbenz, arbenz@inf.ethz.ch, Tel. 044 632 7432

• Dr. Gérard Maze, Institut für Mathematik, Universität Zürich. gmaze@math.uzh.ch,
Tel. 044 635 5830.
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