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Abstract—Security protocol design is a creative discipline
where the solution space depends on the problem to be solved
and the cryptographic operators available. In this paper, we
examine the general question of when two agents can create a
shared secret. Namely, given an equational theory describing
the cryptographic operators available, is there a protocol that
allows the agents to establish a shared secret?

We examine this question in several settings. First, we
provide necessary and sufficient conditions for secret establish-
ment using subterm convergent theories. This directly yields
a decision procedure for this problem. As a consequence,
we obtain impossibility results for symmetric encryption and
signature schemes. Second, we use algebraic methods to prove
impossibility results for two important theories that are not
subterm convergent: XOR and abelian groups. Finally, we
develop a general combination result that enables modular
impossibility proofs. For example, the results for symmetric
encryption and XOR can be combined to obtain impossibility
for the joint theory.

I. INTRODUCTION

Consider a pair (or more generally a group) of honest
agents who have no shared secret, but who can commu-
nicate over a public channel in the presence of a passive
adversary. Furthermore, assume that each agent can generate
unguessable nonces, has access to public information, and
may use different cryptographic operators. Is it possible for
these agents to establish a shared secret?

There are of course many ways to answers this question
positively. For example, if the cryptographic operators in-
clude a public-key cryptosystem, an agent may simply send
his public key over the public channel. Any other agent
could then encrypt a secret with the public key that can
be decrypted only by the agent holding the corresponding
private key. Similarly, if a multiplicative group is given
for which the so called Diffie-Hellman problem is hard,
agents can use Diffie-Hellman key exchange to establish
a shared secret. There are also negative answers if the
set of cryptographic operators is sufficiently restricted. In
particular, there is a folk theorem that no protocol exists if
only symmetric encryption can be used. However, to the best
of our knowledge, no formal proof of this folk theorem has
previously been given.

Establishing impossibility results and developing related
proof methods are of fundamental theoretical importance as
they explain what cannot be achieved using cryptographic
operators, specified equationally. Practically, impossiblity

results delineate the solution space in protocol design and
enable a more systematic approach to protocol development
by guiding the choice of cryptographic operators. This is es-
pecially relevant in resource constrained scenarios, like with
smartcards or sensor networks, where operations like public-
key cryptography are sometimes considered too expensive
and should be avoided, where possible.

Contribution: In this paper, we present a formal frame-
work to prove impossibility results for secret establishment
for arbitrary cryptographic operators in the symbolic setting.
We model messages and operations by equational theories
and communication by traces of events as is standard in
symbolic protocol analysis. The initial question of whether
it is possible for two agents to establish a shared secret
therefore reduces to the question: Is there a valid trace where
two agents end up sharing a message that cannot be derived
from the exchanged messages?

We start by applying our framework to the equational the-
ory that models symmetric encryption and prove the folk the-
orem that secret establishment is impossible in this setting.
It turns out that symmetric encryption is actually an instance
of the more general case where the properties of the involved
operators can be described by a subterm convergent theory.
For this general class of equational theories, we present a
necessary and sufficient condition for the possibility of secret
establishment based on labelings of the equations. This
directly yields a decision procedure that either returns a la-
beling that corresponds to a trace where two agents establish
a shared secret or returns “impossible” if there is none. For
an equational theory that models a public-key cryptosystem,
the labeling returned corresponds to the message exchange
previously mentioned where the secret is encrypted using the
public key previously exchanged. Afterwards, we consider
two important theories that implement XOR and abelian
groups. These are not subterm convergent since both define
associative and commutative operators. In both cases, we
show that secret establishment is impossible using algebraic
methods that exploit the isomorphisms between the term
algebra and a standard algebraic structure: a vector space
over F2 (for XOR) and a Z–module (for abelian groups).

The above results are for theories in isolation. We also
investigate the problem of combining theories and prove a
combination result for disjoint theories: Secret establishment
in the combination of the theories is possible if and only if it
is already possible for one of the individual theories alone.



This allows for modular proofs where separate results are
combined. For example, we prove this way that secret es-
tablishment is impossible for symmetric encryption together
with XOR.

Related Work: There are few existing impossibility re-
sults for security protocols. Pereira and Quisquater [1] prove
the generic insecurity for a class of authenticated group key
agreement protocols. Micciancio and Panjwani [2] consider
the related question of lower bounds on the communication
complexity of security protocols. They establish a lower
bound on the communication complexity for a class of
multicast key distribution protocols.

Of course, there are many positive results for secret
establishment where a protocol using given cryptographic
primitives is presented. Secret establishment was one of
the main goals in the development of public-key cryptog-
raphy. Diffie and Hellman [3] present the first usable secret
agreement protocol in the presence of a passive attacker
based on multiplicative groups where the discrete logarithm
problem is hard. Later, Pohlig and Hellman [4] show how
the scheme can be modified to provide secret transport and
Rivest, Shamir, and Adleman [5] present the first public-key
cryptosystem and describe its use for secret transport. Most
recent protocols are based on these primitives or variations
thereof. An example of a secret establishment protocol that
uses a nonstandard cryptographic operation is given by Rabi
and Sherman [6] and uses an associative one-way function.
But no implementation of this primitive has been proposed
so far.

Several authors have investigated sufficient conditions
for establishing security relations between agents based
on knowledge and properties of cryptographic operators.
Maurer and Schmid [7] present a channel calculus that
describes how an insecure channel can be transformed into a
channel providing security guarantees. The transformations
rely on other channels with given properties that are used in
combination with cryptographic operators. Boyd [8] presents
a formal model using the language Z. His model builds
on the abstract types users and keys, where communication
channels are modeled as relations on the set of users
and security properties of channels are predicates on the
distribution of keys. Boyd then derives the same set of
secure channel transformations as those presented in [7].
In terms of impossibility, both papers propose that any
secure channel transformation must be based on a previously
existing security relation, i.e., you cannot get security from
nothing. Whereas Maurer and Schmid [7] propose this as an
axiom, Boyd [8] proves that it is a property of his abstract
model.

We consider protocols and protocol runs in a symbolic
setting. This line of work was started by Dolev and Yao [9]
and has been used successfully in many different protocol
models. This modeling approach allows for efficient, fully
automated protocol analysis [10, 11] and can still provide a

sound abstraction of most cryptographic operators [12, 13].
A recent result here, connecting the symbolic and computa-
tional world is that of Baudet et al. [14]. They introduce the
notion of soundness for computational algebras, a combina-
tion of a symbolic model given by an equational theory—
the same approach we use—and a concrete computational
implementation that implements the symbolic operations.

Organization: In Section II, we review background
material on rewriting and deducibility. In Section III, we
present our model and its properties. In Section IV, we
present impossibility results for symmetric encryption and
subterm convergent theories. Afterwards, we present impos-
sibility results for XOR and abelian groups in Section V
and a combination result for disjoint equational theories in
Section VI.

II. BACKGROUND

We start by recalling some standard notions from rewrit-
ing. More details can be found in [15] or [16].

A. Basic Definitions

A signature Σ is a set of function symbols, where each
function symbol is associated with an arity. We denote the
subset of n-ary function symbols by Σn. We assume a
countably infinite set V of variables and a countably infinite
set N of names that model free constants as is done in
the applied pi calculus [17]. For a signature Σ and a set
M ⊆ V∪N, the set T (Σ,M) denotes the set of terms
constructed over Σ ∪M.

Positions in terms are defined as usual by integer se-
quences, where the root position is the empty sequence ε.
For every term t and every position p, we denote by t|p the
subterm of t at position p. If a position p1 is a prefix of a
position p2, we say that p1 is above p2 and p2 is below p1.
If p1 is neither below nor above p2, we say that p1 and p2

are incomparable. Furthermore, we use t[s]p to denote the
term t where the subterm t|p has been replaced by s.

A context ζ is a term with holes. Holes are distinct
variables xi that occur exactly once in ζ. We use the notation
ζ[x1, . . . , xn] to indicate that ζ has the holes x1, . . . , xn and
ζ[t1, . . . , tn] to denote the term where the holes have been
replaced by terms ti.

A substitution σ is a function from V to T (Σ,M) that
corresponds to the identity function on all but the finite set
dom(σ) ⊆ V of variables. We identify σ with its usual exten-
sion to an endomorphism on T (Σ,M) and use the notation
tσ for the application of σ to the term t. Furthermore, we
denote by {t1/x1, . . . tk/xk} the substitution σ with domain
{x1, . . . , xk} where xiσ = ti.

An equation over a signature Σ is an unordered pair
{s, t} of terms s, t ∈ T (Σ,V) denoted s ' t. For a set
of equations E over a signature Σ, we define the equational
theory Eq(Σ, E) as the smallest congruence containing all
instances of the equations of E. We say H = (Σ, E) is



an equational representation of Eq(Σ′, E′) if Eq(Σ′, E′) =
Eq(Σ, E) and use the equational representation H and E
interchangeably, if Σ is clear from the context. We then
write s =E t for (s, t) ∈ Eq(Σ, E). An equational theory is
consistent if n 6=E n′ for distinct names n and n′. We always
assume that the equational theories under consideration are
consistent since inconsistency implies that all names are
equal and secret establishment is therefore impossible.

A rewrite rule is an ordered pair of terms (l, r) ∈
T (Σ,V) × T (Σ,V) denoted l → r. A rewrite system R is
a set of rewrite rules. R defines a rewrite relation →R with
t→R t

′ if there is a position p in t, a rule l→ r in R, and a
substitution σ such that t|p = lσ and t′ = t[rσ]p. We say that
a rewrite system R is convergent if the corresponding rewrite
relation→R is confluent and terminating. A rewriting system
R is subterm convergent if it is convergent and for every rule
l → r in R, r is either a constant or a proper subterm of
l. We call an equational theory E subterm convergent if the
equations can be oriented to obtain a subterm convergent
rewrite system.

The set St(t) of syntactic subterms of a term t is defined
in the usual way. A proper subterm of t is a subterm different
from t. For a term t, we define vars(t) = St(t) ∩ V and
names(t) = St(t) ∩N. A term t is ground if vars(t) = ∅.

A replacement ρ is a function from a finite set of terms
to T (Σ,M) such that dom(ρ) ∩ St(range(ρ)) = ∅. For an
arbitrary term t, we define tρ as the unique term where all
occurrences of subterms s = t|p of t, with s ∈ dom(ρ) such
that there is no position p′ above p with t|p′ ∈ dom(ρ), are
replaced by ρ(s). Note that an equational theory is always
stable under replacements of names by terms, i.e., if t =E s
and ρ is a replacement with dom(ρ) ⊆ N, then tρ =E sρ.

We use the notation [x1, . . . , xn] to denote finite lists
and write L ·x to denote the list L with the element x
appended to the end. We use ·∪ to denote the disjoint
union of two sets. We also use σ[L] to denote the sub-
stitution {M1/x1, . . . ,Mk/xk} that corresponds to the list
L = [M1, . . . ,Mk]. We implicitly lift functions on terms to
lists and sets of terms in the usual way.

B. Messages, Frames, and Deducibility

As is common practice in symbolic protocol analysis,
we abstract away from concrete implementations where
messages are encoded and manipulated as bit-strings. We
define the set of messages as MΣ = T (Σ,N), where we
use the set of names N to model free constants that are
not included in Σ0. The function symbols in Σ model
cryptographic operations on abstract messages, where the
operations’ semantics is given by a set of equations E that
defines the equational theory Eq(Σ, E).

We next define a notion of deducibility on a set of mes-
sages. Consider, for example, the case where an adversary
has overheard communication between honest agents and
has seen the messages M1, . . . ,Ml. Given these messages,

CONST
N ∈ N \ ñ
ν ñ . σ `E N

KNOW
x ∈ dom(σ)
ν ñ . σ `E xσ

APPLY
φ `E M1 . . . φ `E Mk f ∈ Σk

φ `E f(M1, . . . ,Mk)

EQUAL
φ `E M M =E N

φ `E N

Figure 1: Inductively defined relation `E

we are interested in the set of messages the adversary
can deduce by applying cryptographic operations. In order
to model that the adversary may use the set of observed
messages to compose new messages, we define the notion
of a frame, as it has been introduced in the applied pi
calculus [17]. A list of messages [M1, . . . ,Ml] is organized
into a frame φ = ν ñ . σ as follows.
• ñ is a finite set of restricted names. Intuitively this is

a set of fresh names and models the nonces created by
the honest agents. Although it might be possible for
the adversary to deduce restricted names, the adversary
cannot construct them directly.

• σ is the substitution {M1/x1, . . . ,Ml/xl}. This allows
the adversary to use the observed messages when
constructing new ones.

Based on the notion of a frame, we define the deducibility
relation `E for an equational theory E. The corresponding
rules are presented in Figure 1 and model that the adversary
can take any of the following actions.
• CONST: The adversary can deduce any name, except

the restricted ones in the set ñ.
• KNOW: The adversary can deduce all messages in the

range of σ.
• APPLY: The adversary can apply functions in Σ to

deducible messages.
• EQUAL: The adversary can deduce messages that are

equivalent to deducible messages modulo the equa-
tional theory E.

Note that ν ñ . σ `E M if and only if there is a term
C ∈ T (Σ, dom(σ) ∪ N \ ñ) such that Cσ =E M . We call
such a term C a recipe for M .

We shall abuse notation and write H `E s to denote
ν names(H). σ[H] `E s for a list of messages H .

C. Ordered Completion

We use ordered completion [16] to define the normaliza-
tion of ground terms with respect to an arbitrary equational
theory E. This technique has been used in similar contexts
to prove the correctness of combination results for unifica-
tion [18] and deducibility [19, 20].



Let � be a total simplification order on ground terms, i.e.,
for ground terms N1 and N2 and a nonempty context M ,
we have that (i) N1 � N2 or N2 � N1, (ii) M [N1] � N1,
and (iii) N1 � N2 implies M [N1] � M [N2]. Additionally,
we assume for all n ∈ N, c ∈ Σ0, and t ∈ MΣ \(N∪Σ0)
that c � n and t � c. We then use nmin to denote the
minimum for �, which is a name. The lexicographic path
ordering constructed from a total ordering on N∪Σ, where
names are smaller than constants from Σ and constants are
smaller than nonconstant function symbols, always has these
properties (see [16]).

For a given equational theory E and a total simplification
ordering on ground terms �, we define the ordered rewrite
relation→(�,E) as follows: t→(�,E) t

′ if there is a position
p of t, an equation l ' r in E, and a substitution σ such
that t|p = lσ, t′ = t[rσ]p, and t � t′.

We use ordered completion for a given equational theory
E to obtain a (possibly infinite) set of equations OE such
that =OE equals =E and →(�,OE) is convergent on ground
terms. We define t↓E for a ground term t as t’s normal form
with respect to →(�,OE). We write t↓ if E is clear from the
context.

III. TRACES AND DEDUCIBILITY

We first define the set of derivation traces that models all
possible agent behaviors, such as constructing messages and
exchanging messages over a public channel. Afterwards, we
define the notion of shared secrets for such a trace and relate
derivation traces and protocols.

A. Derivation Traces

In the following, let A be the set of agents and let
Eq(Σ, E) describes the cryptographic operators under con-
sideration and their relevant properties.

An event either denotes that an agent sends a message or
learns a message. Events are therefore associated with the
corresponding agent’s identity. A learn event is additionally
tagged with the rule R that describes how the agent learned
the message.

Event = Send(A,MΣ) | LearnR(A,MΣ)

The steps taken to construct and communicate messages
are modeled by traces, where a trace is a list of events.
The set of valid traces TRE is inductively defined by the
rules in Figure 2. Note that we abuse notation and write
Learn(A,M) to match LearnR(A,M) events for an arbitrary
R. The rules model the following actions.
• SEND: An agent A sends a previously learned message
M on the public channel.

• RECV: An agent A receives a message M that has been
previously sent by B.

• FRESH: An agent creates an unguessable name. Note
that the minimal name nmin under the ordering � used

EMPTY
[] ∈ TRE

SEND
tr ∈ TRE Learn(A,M) ∈ tr

tr ·Send(A,M) ∈ TRE

RECV
tr ∈ TRE Send(B,M) ∈ tr

tr · LearnRecv(A,M) ∈ TRE

FRESH
tr ∈ TRE N ∈ N \(names(tr) ∪ {nmin})

tr · LearnFresh(A,N) ∈ TRE

PUBLIC
tr ∈ TRE P ∈ N \(bound(tr) ∪ {nmin})

tr · LearnPublic(A,P ) ∈ TRE

DERIVE

tr ∈ TRE f ∈ Σk

Learn(A,M1) ∈ tr . . . Learn(A,Mk) ∈ tr
f(M1, . . . ,Mk)↓E = M

tr · LearnDerive(f(M1,...,Mk))(A,M) ∈ TRE

Figure 2: Inductively defined set TRE

for ordered completion is distinguished in that it cannot
be used here or in the PUBLIC rule.

• PUBLIC: An agent A uses a public value, where
bound(tr) = {N | ∃A. LearnFresh(A,N) ∈ tr} denotes
the bound names in the trace.

• DERIVE: An agent A applies a k-ary function f to the
previously learned messages M1, . . . ,Mk. Here we use
the fact that every message has a unique normal form
modulo E with respect to →(�,OE).

B. Shared Secrets and Deducibility

Clearly, we must restrict the initial knowledge of agents
to prove impossibility results for secret establishment. Some
restrictions are necessary to prevent initial knowledge distri-
butions that allow the creation of a shared secret, but require
the previous existence of secret channels, e.g., shared secret
keys distributed by a third party. We enforce this restriction
by requiring that every derivation starts with the empty
trace, which corresponds to the empty initial knowledge
for the involved agents. However, in our model, we do
not distinguish between the setup phase and the execution
phase. Therefore, any prefix of a derivation trace can be
interpreted as a setup phase where agents establish private
and public knowledge in the presence of the attacker. This
covers precisely the initial knowledge distributions that do
not require secret channels and include all messages involved
in establishing the knowledge.

We are interested in impossibility results. An impossibility
result for a class of adversaries implies impossibility for
any larger class. As a consequence, we reason about weak



adversaries, namely passive adversaries who are restricted to
eavesdropping communication on the public channel. This
models an adversary who is not involved in the derivation
process. For such an adversary, only the frame φtr that
corresponds to a trace tr is important since it defines the
messages m with φtr `E m that he can deduce. Let
send(tr) denote the list of messages [M1, . . . ,Mk] that have
been sent in the trace tr . Then define the frame φtr as
ν bound(tr). σ[send(tr)].

Note that we combine the deduction rules for honest
agents with the rules for exchanging messages in the def-
inition of TRE . However, the deduction rules formalize
deduction capabilities that are equivalent to the standard
`E-relation. The only difference is that the messages in
derivation traces are always in normal form and we therefore
do not need an EQUAL rule.

We now define what it means to share a secret.

Definition 1. A term S is a shared secret between A and B
in a trace tr , if A 6= B, Learn(A,S) ∈ tr , Learn(B,S) ∈ tr ,
and φtr 6`E S.

To simplify subsequent proofs, we first show that we can
restrict our attention to a single pair of honest agents.

Lemma 1. There is a run that involves an arbitrary number
of agents to establish a shared secret between the distinct
agents A and B if and only if there is a run where only A
and B participate.

Proof: The right to left direction is trivial. The converse
can be proved by translating the trace with an arbitrary
number of agents to a trace with only the agents A and
B. This translation maps every event executed by an agent
C /∈ {A,B} to the corresponding event executed by A.
This translation results in a valid trace since the premises
for the rules extending a translated trace with a translated
event remain valid.

In the following, we therefore fix A = {A,B}, where A
and B are distinct agents. To define the notion of minimal
traces, we require the following definition.

Definition 2. We say that an agent A constructs a message
M in tr , if A first learns M in a Fresh, Public, or DeriveM ′

event. We say A freely constructs M in tr if no reduction
of the message occurs in the event where A first learns M ,
i.e, the event is of the form Fresh, Public, or DeriveM .

We now introduce the notion of minimal trace.

Definition 3. A trace tr ∈ TRE is a minimal trace if and
only if each of the following conditions hold.

(1) There is at most one shared secret S. This shared
secret is learned by B in the last event, which is a
LearnDerive event.

(2) There are no LearnPublic events in the trace, i.e., all
names are bound.

(3) There are no duplicate events and every message but
S is only constructed once.

(4) There is at most one free construction event for each
message. This also holds for S.

We denote the subset of minimal traces by MTRE .

Lemma 2. If there is a trace tr ∈ TRE that establishes a
shared secret, then there is also a minimal trace t̂r ∈ MTRE
that establishes a shared secret.

Proof: We first prove by induction that a trace tr ∈
TRE without a shared secret can be transformed into a
minimal trace without changing names(tr), the derivable
messages for the adversary, and the messages known by
A and B. An EMPTY trace is already minimal. For the
induction steps, we assume that we can transform the trace
tr into a minimal trace t̂r with the given properties. If
tr is extended by the SEND (respectively the RECV) rule,
then we extend t̂r with the corresponding Send (respec-
tively Recv) event, provided it is not a duplicate event.
If tr is extended by the FRESH rule, we extend t̂r with
the corresponding Fresh event, which is allowed since
names(tr) = names(t̂r). If tr is extended with an event
LearnPublic(A,N) by the PUBLIC rule, we extend t̂r with the
events LearnFresh(A,N) and Send(A,N). If tr is extended
by an event ev = LearnDerive(f(M1,...,Mk))(A,M) and there
is no earlier event Learn(C,M) for some C, then we add
ev to t̂r . If there is already such an event with C = A,
then we do not extend t̂r . If C 6= A for all such events, we
extend t̂r with the events Send(C,M) and LearnRecv(A,M).
Since M is not a secret and shared knowledge between A
and C, it must be already deducible by the adversary from
send(tr · ev).

To transform a trace tr ∈ TRE with shared secrets into a
minimal trace that establishes exactly one shared secret, we
first take the shortest prefix ptr · ev of tr that establishes a
secret. Since an agent cannot establish a shared secret with
a Send, Recv, Public, or Fresh event, the last event ev must
be a Derive event where, without loss of generality, B learns
some secret S. We can transform ptr into a minimal trace
p̂tr using the previously described transformation since it
does not contain a shared secret. Then p̂tr · ev ∈ MTRE
since all premises for adding ev still hold for p̂tr and p̂tr · ev
has properties (1)–(4). Properties (1)–(3) are obvious. To
see that (4) holds, assume that S is freely constructed by
both B and A in tr. Then S = f(M1, . . . ,Mk) for some
function symbol f and some messages Mi and there are
events LearnDerive(S)(C, S) for C = A and C = B. But
then all Mi are shared knowledge since S is the only secret
and the adversary can therefore deduce the Mi and S =
f(M1, . . . ,Mk).

Given Lemma 2, we can henceforth restrict ourselves to
minimal traces in our impossibility proofs.



C. Relating Protocols and Derivation Traces

Above we have reduced the question whether it is possible
to establish a shared secret using an equational theory E to
the question of whether there is a derivation trace tr ∈ TRE
that establishes a shared secret. This is closely related to the
question of whether there is a protocol that establishes a
shared secret in a given symbolic protocol model.

The existence of a protocol implies that there is a success-
ful protocol execution where the involved agents establish
a shared secret. For all reasonable protocol models that
use the same notion of deducibility as we do, a successful
protocol execution directly yields a corresponding derivation
trace that establishes a shared secret. An impossibility result
for some equational theory E in our model thus directly
implies the corresponding impossibility result for protocols
in such a symbolic model. A concrete example of a protocol
model where this relationship holds is the applied pi calculus
with equational theory E where agents are only allowed to
communicate over public channels.

IV. IMPOSSIBILITY RESULTS FOR SYMMETRIC
ENCRYPTION AND SUBTERM CONVERGENT THEORIES

In this section, we prove the folk theorem that it is
impossible to establish a shared secret using only symmetric
encryption and public channels. We then present a neces-
sary and sufficient condition for impossibility for the more
general case of subterm convergent theories. This condition
can be used to automatically decide wether it is possible to
create a shared secret for a given subterm convergent theory.
We have implemented a decision procedure that checks
this condition and illustrate its application to the theory
of symmetric encryption. Afterwards, we show how our
procedure finds a derivation trace that establishes a shared
secret for the theory of public-key encryption.

A. Symmetric Encryption

We use the equational theory Eq(ΣSym , ESym) to model
symmetric encryption, pairing, a hash function, decryption,
and projections on pairs.

ΣSym ={enc, 〈〉, h, dec, π1, π2}
ESym ={dec(enc(m, k), k) ' m,

π1(〈x, y〉) ' x,
π2(〈x, y〉) ' y}

Since the rewriting system RSym obtained from ESym

by orienting the equations from left to right is subterm
convergent, we directly use →RSym

to normalize terms in
the DERIVE rule and do not require ordered completion. The
following lemma holds for all subterm convergent theories
and will be used in Section IV-B as well.

Lemma 3. Let Eq(Σ, E) be a subterm convergent theory
and tr ∈ TRE a valid trace. For every event Learn(A,M) ∈

tr and P ∈ St(M) \ Σ0, P has been freely constructed
by some agent C. More precisely, if P is a name, then
LearnFresh(C,P ) ∈ tr or LearnPublic(C,P ) ∈ tr . Other-
wise there exist M1, . . . ,Mk and an f ∈ Σk, such that
P = f(M1, . . . ,Mk) and LearnDerive(P )(C,P ) ∈ tr .

Proof: The proof is straightforward using rule induction
on TRE . The rules EMPTY and SEND are trivial since they
do not add any Learn events. The FRESH and PUBLIC
rules are also trivial since they only add (atomic) names.
The RECV rule adds an event LearnRecv(A,M), but a
corresponding Learn(C,M) for some C must be already
in the trace since someone must have sent M . Therefore the
statement holds by the induction hypothesis. The DERIVE
rule adds an event LearnDerive(g(N1,...,Nl))(A,M), where
M = g(N1, . . . , Nl)↓. We must show that the lemma’s
statement holds for all subterms of M that are not constants.
Since the equational theory is subterm convergent, we have
either M = c, M = g(N1, . . . , Nl), or that M is a proper
subterm of g(N1, . . . , Nl). In the first case, the statement
follows trivially, since St(c) \Σ0 = ∅. In the second case, a
subterm of M is either M itself and the statement trivially
holds or a subterm of some Ni and the statement holds by
the induction hypothesis since there is an event Learn(A,Ni)
in the trace. The same reasoning applies to the final case
since M and all its subterms are subterms of some Ni.

Theorem 1. There is no derivation trace using
Eq(ΣSym , ESym) that establishes a shared secret. Namely,
if tr ∈ TRESym

, Learn(A, S) ∈ tr , and Learn(B, S) ∈ tr ,
then φtr `ESym S.

Proof: We prove the theorem by contradiction. As-
sume that there is a trace in TRESym that establishes a
shared secret. Then there is also a trace tr ∈ MTRESym

that establishes a shared secret S and the last event of
tr is of the form ev = LearnDerive(f(M1,...,Mk))(B, S) for
S = f(M1, . . . ,Mk)↓. Thus Learn(A, S) ∈ tr and we show
that φtr `ESym S to obtain a contradiction. We distinguish
two cases.

(1) If S = f(M1, . . . ,Mk), then Lemma 3 can be applied
to Learn(A, S). Thus there are two free construction
events LearnDerive(S)(C, S) in tr for C = A and C =
B, which contradicts minimality of tr .

(2) If f(M1, . . . ,Mk) is not normalized, then we must
consider two more cases.
(2a) Assume that f(M1, . . . ,Mk) = πi(〈A1, A2〉) for

some Ai. Then S = Ai and 〈A1, A2〉 has been
freely constructed by A by Lemma 3. Since the
pair is known to both A and B in tr and S is the
only secret, the pair is deducible and the intruder
can thus deduce S.

(2b) Assume that there are P and K such that
f(M1, . . . ,Mk) = dec(enc(P,K),K). Then
S = P and enc(P,K) has been freely con-



structed by A by Lemma 3. Then K and
enc(P,K) are known to both agents in tr and are
therefore deducible. It follows that the adversary
can deduce S.

Note that the only parts in the proof that are specific to
ESym and do not hold for all subterm convergent theories
are the cases (2a) and (2b) for the different rules in ESym .
Here, a rule l→ r is applied to the result M of the function
application in the DERIVE rule and we prove impossibility
by showing that there is no way for A and B to build an
instance of l such that the corresponding instance of r is
not deducible by the adversary. We will show in the next
section that this proof method works with arbitrary subterm
convergent theories.

B. Subterm Convergent Theories

We now generalize the previous proof method to a nec-
essary and sufficient condition for deciding the possibility
of secret establishment for any subterm convergent theory
Eq(Σ, E). The main idea is that if there is a derivation trace
where a secret is established, then there is also a minimal
trace with exactly one reduction step that establishes a secret.
We can decide if such a minimal trace exists by considering
all equations in E individually and enumerating all possible
ways to jointly construct a reducible term. Finally, we check
if this construction leads to a shared secret.

In the rest of this section, we assume that E is a subterm
convergent equational theory. Note that we can assume
without loss of generality that the right-hand sides of the
rules in the corresponding rewrite system are normalized.
Since we want to associate these rules over T (Σ,V) with
traces that contain messages, we define a substitution σgnd

that converts between T (Σ,V) and MΣ. The substitution
σgnd is defined by some fixed bijection from V to N.
To prove our main result of this section, we require the
following lemma about deducibility in subterm convergent
theories.

Lemma 4. If H is a list of terms in T (Σ,V), s ∈ T (Σ,V),
and H σgnd `E s σgnd , then Hσ `E sσ for all substitutions
σ such that Hσ and sσ are ground.

Proof: If H σgnd `E s σgnd , then there is a recipe
C such that names(C) ∩ names(H σgnd ∪Hσ) = ∅ and
Cσ[H σgnd ] =E s σgnd . Thus Cσ[Hσ] = Cσ[H]σ =E sσ
since E is stable under replacement of names with terms
and therefore Hσ `E sσ.

We also require the notion of reduction events.

Definition 4. A reduction event is an event of the form
LearnDerive(f(M1,...,Mk))(C,M) where f(M1, . . . ,Mk) is not
in normal form, i.e., M is a subterm of some Mi or a
constant.

We now show that we can restrict ourselves to a subset
of the minimal traces in the case of subterm convergent
theories.

Lemma 5. If there is a trace tr ∈ TRE that establishes a
shared secret between A and B, then there is also a minimal
trace t̂r ∈ MTRE that establishes a shared secret S between
A and B such that S is freely constructed by A and the last
event is the only reduction event in t̂r .

Proof: Assume that there is a trace that establishes a
shared secret. Then there is a minimal trace tr ∈ MTRE
establishing the shared secret S, where the last event is
of the form LearnDerive(f(M1,...,Mk))(B, S). This event must
be a reduction event. Otherwise, S = f(M1, . . . ,Mk) and
Lemma 3 can be applied to Learn(A, S). Then there must
be two events LearnDerive(S)(C, S), for C = A and C = B,
which contradicts the minimality of tr . Note also that A
must have freely constructed S by Lemma 3, since it is new
to B.

We now show that all other reduction events in tr can
be replaced by non-reduction events. A reduction event has
the form LearnDerive(f(M1,...,Mk))(C,M) such that M is a
subterm of some Mi or a constant c in normal form. In the
first case, the other agent must have freely constructed M .
M is therefore shared knowledge and deducible and can be
openly sent to C. In the second case, the reduction event
can be replaced by LearnDerive(c)(C, c) or c can be sent by
the other agent if it is already known.

Lemma 5 implies that we can consider equations in E
separately, since we only have to consider derivation traces
with a single reduction step to decide impossibility.

To enumerate all different ways of building a reducible
term that establishes a shared secret, we introduce labelings
of terms. A labeling of a term t is a function from St(t)
to {A,B} and captures which agent has constructed which
subterm. For such a labeling lt of a term t, the minsent
function returns the minimal set of exchanged terms that
corresponds to lt. It captures that if A uses a term created
by B or vice versa, it must have been sent.

Definition 5. We define the minimal set of sent terms of a
term t with label lt as follows:

minsent(t, lt) =
(
⋃
i∈{1,...,k}minsent(ti)) if t = f(t1, . . . , tk)

∪ {ti | i ∈ {1, . . . , k}∧
lt(t) 6= lt(ti)}

∅ otherwise

Using the notion of labeling and function minsent , we
obtain the following condition to decide impossibility.

Theorem 2. There is a derivation trace tr ∈ TRE that
establishes a shared secret if and only if there is an equation



t ' s in E where s is a proper subterm of t and a labeling
lt of t such that each of the following holds:

(1) lt(t) = B
(2) lt(c) = A, for all c ∈ St(t) ∩ Σ0

(3) lt(s) = A
(4) minsent(t, lt)σgnd 6`E s σgnd

Proof: (⇒): Assume there is a trace that establishes
a shared secret. Then there is also a trace tr ∈ MTRE
where B learns the secret S in the last event, which is
the only reduction event by Lemma 5. Consider the term
T = f(M1, . . . ,Mk) where S is extracted using the rule
t→ s in the last step. Then s is a proper subterm of t and
there is a unifier σ such that tσ = T and sσ = S.

We can extract a labeling lT from the trace by labeling T
with B, all constants in T with A and all proper subterms
of T that are not constants with the agent who freely
constructed the term. Note that every subterm of T that is
not a constant must have been freely constructed by exactly
one of the agents because of Lemma 3 and minimality
of tr . The labeling lT can be translated to a labeling lt
of t by defining lt(u) := lT (uσ) for u ∈ St(t). Then
lt obviously has properties (1)–(2). It has property (3)
because sσ = S and A freely constructs S in tr . We know
that minsent(t, lt)σ ⊆ minsent(T, lT ) ⊆ send(tr) and
sent(tr) 6`E S. Thus we have minsent(t, lt)σ 6`E sσ. By
Lemma 4, we obtain minsent(t, lt)σgnd 6`E s σgnd .

(⇐): We first show that we can translate an arbitrary
labeling lt of a term t ∈ T (Σ,V) to a trace tr ∈ TRE where
all names are bound, sent(tr) = (minsent(t, lt)σgnd)↓, and
for all u ∈ St(t) the agent lt(u) learns (uσgnd)↓ in tr . We
prove this by induction over the term t.

First, if t = x for a variable x, then tr consists of
the single event LearnFresh(lt(x), x σgnd). Next, if t =
f(t1, . . . , tk) for a function f of arity k and terms ti, then
there are traces tr i for ti with the expected properties by
the induction hypothesis. Let t̂r denote the concatenation
of the tr i, where duplicate events are removed, keeping
only the first occurrence of an event. Then t̂r ∈ TRE
and we can extend t̂r with events Send(lt(ti), (ti σgnd)↓)
and LearnRecv(lt(t), (ti σgnd)↓) for all i where lt(t) 6=
lt(ti). Then we add the event LearnDerive(F )(lt(t),M)
with F = f((t1 σgnd)↓, . . . , (tk σgnd)↓) and M =
(f(t1, . . . , tk)σgnd)↓ to obtain the trace tr ∈ TRE with
the desired properties. If there is a corresponding equation
t ' s where s is a proper subterm of t in E and (1)–(4)
hold for the given labeling, then this trace establishes the
shared secret s σgnd between A and B.

Based on this theorem, we define a decision procedure
FIND-DERIVATION-TRACES that checks the theorem’s con-
ditions for a given theory. Our procedure takes a subterm
convergent theory E as input and either returns IMPOSSIBLE
if there is no labeling that allows secret establishment for a
rule in E or a list of derivation traces if there are labelings

of rules in E that satisfy the conditions of Theorem 2.

FIND-DERIVATION-TRACES(E)
1 traces = []
2 for (t ' s) in E
3 for lt in LABELINGS(t,s)
4 if MINSENT(t, lt)σgnd 6`E s σgnd and s ∈ St(t)
5 traces = traces · LABEL2TRACE(t, lt, s)
6 if (traces = []) return IMPOSSIBLE
7 else return traces

The procedure uses four subroutines. The subroutine
LABELINGS returns all labelings for a rule that satisfy
conditions (1)–(3). MINSENT returns the minimal set of sent
terms for a labeling. The subroutine for `E implements the
procedure described in [21] to check ground deducibility.
Finally, LABEL2TRACE converts a labeling to a trace. Note
that by Theorem 2 we can consider all rules individually.
However, we must check deducibility for the whole equa-
tional theory E.

We have implemented our decision procedure in Haskell.
Although the number of labelings grows exponentially in
the size of the equations, the procedure returns the result
immediately for the examples we considered. Typically, the
rules are small and most labels are already predetermined
by the conditions of Theorem 2. We can further optimize
LABELINGS by taking into account that properties (3) and
(4) imply lt(u) = A for all u ∈ St(t) that have s as
immediate subterm. This is because s would otherwise be
in minsent(t, lt) and therefore be trivially deducible.

We have applied our implementation of the decision
procedure to the theory ESym from the previous section.
We have thereby obtained an automated confirmation of the
pen-and-paper proof of Theorem 1. We use ESym and a
theory that models public-key encryption below to illustrate
our decision procedure.

Example 1. The procedure considers the three following
reduction rules individually.

(1) π1(〈x, y〉) → x: There are only two choices for
the labeling. We can set C = A or C = B in
π1(〈xA, yC〉A)B. For both labelings, 〈x, y〉 is in the
minimal set of sent terms and x is therefore derivable.

(2) π2(〈x, y〉)→ y: Analogous to previous rule.
(3) dec(enc(m, k), k) → m: The only possible labelings

are dec(enc(mA, kC)A, kC)B for C ∈ {A,B}. For
both choices of C, k is used by both A and B and
thus must have been sent. Similarly, enc(m, k) must
have been sent in both cases. Therefore m is deducible
by the intruder.

Thus MINSENT(t, lt)σgnd `E s σgnd for all labelings and
the procedure returns IMPOSSIBLE.

Example 2. Consider the theory EPubKey that con-
sists of the single rule pdec(penc(m, pk(k)), sk(k)) →



m. For this theory, our procedure returns the labeling
pdec(penc(mB, pk(kA)A)B, sk(kA)A)A and the following
derivation trace that establishes the secret m.

[ LearnFresh(A, k), LearnDerive(sk(k))(A, sk(k)),
LearnDerive(pk(k))(A, pk(k)),Send(A, pk(k)),
LearnRecv(B, pk(k)), LearnFresh(B,m),
LearnDerive(penc(m,pk(k)))(B, penc(m, pk(k))),
Send(B, penc(m, pk(k))), LearnRecv(A, penc(m, pk(k))),
LearnDerive(pdec(penc(m,pk(k)),sk(k)))(A,m)]

Note that Theorem 2 uses the notion of secret establish-
ment introduced in Definition 1. Therefore, the existence of a
trace that establishes a shared secret according to Theorem 2
does not guarantee that secret establishment is possible in
the presence of active adversaries.

We also use our implementation to obtain new impos-
sibility results. For example, our implementation returns
IMPOSSIBLE for the theory describing pairing, signatures,
and symmetric cryptography and thereby proves the follow-
ing theorem.

Theorem 3. Secret establishment is impossible for the
theory Eq(ΣSym ∪ ΣSig , ESym ∪ ESig), where the theory
for signatures is defined as follows.

ΣSig ={sign, extr , check , sk , pk}
ESig ={extr(sign(m, k)) ' m,

check(sign(m, sk(k)), pk(k)) ' m}

We will later prove a combination result that allows us to
consider the two theories ESym and ESig separately.

V. XOR AND ABELIAN GROUPS

In this section, we prove impossibility for two important
theories that are not subterm convergent. The theory Xor ,
which models an XOR operator, and the theory AG , which
models an abelian group. We will use rather different proof
techniques here, this time based on algebraic reasoning in
different algebraic structures. The techniques are similar
to earlier work [22, 23] on unification and deducibility for
monoidal theories.

A. XOR

The XOR operation can be described by the following
equational theory with equations for associativity, commu-
tativity, a unit, and nilpotence.

ΣXor ={⊕, 0}
EXor ={(x⊕ y)⊕ z ' x⊕ (y ⊕ z),

x⊕ y ' y ⊕ x,
x⊕ 0 ' x,
x⊕ x ' 0}

Note that for a finite set of names N , T (ΣXor , N)/EXor '
F|N |2 . I.e., the set of messages over N is isomorphic to the
|N |-dimensional vector space over the finite field F2. An
isomorphism is given by the map R where R(ni) = vi, the
vector where the only nonzero entry is a 1 at position i,
R(0) = (0, . . . , 0), and R(t1 ⊕ t2) = R(t1) + R(t2) where
+ denotes componentwise addition modulo 2. We abuse
notation and use R(t) to denote the corresponding vector
for t ∈ T (ΣXor , N) and R−1(v) to denote the normalized
term t with R(t) = v.

Lemma 6. For finite sets of names N and ñ, a message
M , and a finite substitution σ where all terms in range(σ)
are built using only names from N , ν ñ . σ `EXor

M if
and only if R(M) ∈ span(R(range(σ) ∪ N \ ñ)), where
span(R(range(σ) ∪ N \ ñ)) denotes the subspace of F|N |2

generated by the vectors in R(range(σ) ∪N \ ñ).

Proof: (⇒): Assume that ν ñ . σ `EXor
M . We prove

that R(M) ∈ span(R(range(σ)∪N \ ñ)) by rule induction.
The rules CONST, KNOW, and EQUAL are obvious. The
rule APPLY corresponds to computing the sum of two
terms or computing the all zero vector, which is always in
span(R(range(σ) ∪N \ ñ)).
(⇐): Assume that R(M) ∈ span(R(range(σ) ∪ N \ ñ)).
Then R(M) = a1 + . . .+ak for ai ∈ R(range(σ)∪N \ ñ).
All the R−1(ai) can be derived using the CONST and KNOW
rules. Then the APPLY rule can be used with ⊕ to XOR the
terms and derive R−1(R(M)). Finally, the EQUAL rule can
be used to derive M if it is not normalized.

Theorem 4. There is no derivation trace using the equa-
tional theory Eq(ΣXor , EXor ) that establishes a shared
secret. If tr ∈ TREXor

, Learn(A, S) ∈ tr , and Learn(B, S) ∈
tr , then φtr `EXor

S.

Proof: We prove this by contradiction. Assume that
there is a trace tr where all names are bound with a minimal
number of exchanged messages such that A and B derive
a shared secret S. Then the list of exchanged messages is
H = [M1, . . . ,Mk] and there are finite sets of bound names
NA and NB created by A and B respectively such that all
messages in the trace are in T (ΣXor , NA∪NB). We assume
without loss of generality that A sent the last message Mk.
Note that T (ΣXor , NA ∪ NB)/EXor is isomorphic to the
direct sum of F|NA|

2 and F|NB|
2 . Since S is a shared secret,

we use Lemma 6 to conclude R(S) /∈ span(R(H)) and
R(S) ∈ span(R(H ∪ NA)) ∩ span(R(H ∪ NB)). We can
therefore write R(S) as vB + vP with vB ∈ span(R(NB))
and vP ∈ span(R(H)). But then R−1(vB) must also be
a shared secret since it is derivable by B and A, and
φtr `EXor R−1(vB) if and only if φtr `EXor S. But vB is
derivable by B before receiving Mk, which contradicts our
assumption that tr is minimal in the number of exchanged
messages.



B. Abelian Groups

The theory of abelian groups can be presented by the
following equations.

ΣAG ={+, 0,−}
EAG ={(x+ y) + z ' x+ (y + z),

x+ y ' y + x,

x+ 0 ' x,
x+ (−x) ' 0}

Note that for a finite set of names N , T (ΣAG , N)/EAG '
Z|N |. I.e., the set of messages over N is isomorphic to the
free module over Z generated by N . An isomorphism is
given by the map R with R(ni) = vi, the vector where the
only nonzero entry is a 1 at position i, R(0) = (0, . . . , 0),
R(t1 + t2) = R(t1) + R(t2), and R(−t) = −R(t).

Lemma 7. For finite sets of names N and ñ, a message
M , and a finite substitution σ where all terms in range(σ)
are built using only names from N , ν ñ . σ `EAG

M if
and only if R(M) ∈ span(R(range(σ) ∪ N \ ñ)) where
span(R(range(σ)∪N \ ñ)) denotes the submodule of Z|N |
generated by the vectors in R(range(σ) ∪N \ ñ).

Proof: We immediately obtain a proof by replacing
EXor with EAG and F|N |2 with Z|N | in the proof of
Lemma 6.

Theorem 5. There is no derivation trace using the equa-
tional theory Eq(ΣAG , EAG) that establishes a shared
secret. If tr ∈ TREAG , Learn(A, S) ∈ tr , and Learn(B, S) ∈
tr , then φtr `EAG

S.

Proof: The proof resembles our proof of Theorem 4. To
obtain a contradiction, assume that there is a trace tr where
all names are bound with a minimal number of exchanged
messages such that A and B derive a shared secret S. Then
the list of exchanged messages is H = [M1, . . . ,Mk] and
there are finite sets of fresh names NA and NB created
by A and B respectively such that all messages in the
trace are in T (ΣAG , NA ∪ NB). We assume without loss
of generality that A sent the last message Mk. Note that
T (ΣAG , NA ∪NB)/EAG is isomorphic to the direct sum of
Z|NA|

2 and Z|NB|
2 . Since S is a shared secret, from Lemma 7

we conclude R(S) /∈ span(R(H)) and R(S) ∈ span(R(H∪
NA))∩ span(R(H ∪NB)). We can therefore write R(S) as
vB + vP with vB ∈ span(R(NB)) and vP ∈ span(R(H)).
But then R−1(vB) must also be a shared secret since it is
derivable by B and A, and φtr `EAG R−1(vB) if and only
if φtr `EAG S. But vB is derivable by B before receiving
Mk, which contradicts our assumption that tr is minimal in
the number of exchanged messages.

VI. COMBINATION RESULTS FOR IMPOSSIBILITY

In Section IV, we have presented an automated method
for deciding impossibility for subterm convergent theories.

Unfortunately, not all theories in cryptography are subterm
convergent. However, many of those theories can be pre-
sented as the disjoint union of a subterm convergent theory,
such as Sym or PubKey , and another theory that is not
subterm convergent, such as Xor or AG .

In this section, we consider an equational theory Eq(Σ, E)
that is the disjoint union of two equational presentations
(Σ1, E1) and (Σ2, E2). I.e., E = E1 ·∪E2 and Σ = Σ1 ·∪Σ2,
where Ei only contains equations over T (Σi,V). We prove
that secret establishment for such a theory E is possible if
and only if it is possible in one of the theories E1 or E2.
This allows us to combine our automatic method for the
subterm convergent subtheory with, for example, algebraic
methods for the other subtheory.

A. Factors, Interface Subterms, Normalization

We now define the notions of sign, alien subterm, factor,
and interface subterm for such a theory. These definitions are
adopted from earlier work [19,20] on combining equational
theories. Let t ∈ T (Σ,V∪N), then sign(t) = i if t =
f(t1, . . . , tk) for f ∈ Σi and sign(t) = 0 if t ∈ V∪N. A
subterm u of t is alien if sign(u) 6= sign(t).

Definition 6. The factors of a term t are the maximal alien
subterms Fct(t). The interface subterms ISt(t) of t are the
subterms where a sign change occurs.

ISt(t) = t ∪
⋃

s∈Fct(t)

ISt(s)

Note that the ordered completion OE of E corresponds to
the disjoint union of the ordered completions OE1 and OE2 .
See [18] for details.

We adopt the following three lemmas from [19] without
providing our own proofs. These lemmas characterize the
interaction between normalization, replacements, and de-
ducibility.

Lemma 8. If all factors of a message M are in normal
form, then either sign(M) = sign(M↓) and Fct(M↓) ⊆
Fct(M) ∪ {nmin} or M↓ ∈ Fct(M) ∪ {nmin}.

The intuition behind this lemma is that if all factors of a
term are normalized, then the normalization of the term does
not affect its factors, i.e., either the factors of the normalized
term are a subset of the original factors or the normalized
term is a factor. Note that in both cases we must account
for the case where free variables in the equations introduce
nmin . The proof idea is to show the lemma’s claim for
a minimal reduction step and then extend the result to a
minimal reduction sequence.

Lemma 9. Let M = ζ[F1, . . . , Fk] be a message with
normalized factors Fi. Let ρ be a bijective replacement
that replaces the factors in M with fresh names. Then
(M↓)ρ = (ζ[F ρ1 , . . . , F

ρ
k ])↓.



This lemma states that normalization commutes with the
replacement of the normalized factors by fresh names. The
proof is based on Lemma 8 and the fact that we consider
consistent theories where names are in normal form.

The next lemma states that deduction in the theory E1 is
not affected by replacing interface subterms whose sign is 2
by fresh names. Of course, the lemma is valid for swapped
theory indices 1 and 2.

Lemma 10. Let φ = ν ñ . σ be a frame and M ∈MΣ such
that M and all the terms in range(σ) are in normal form.
Let F2 = {N |N ∈ ISt(range(σ)∪ {M})∧ sign(N) = 2},
let ñF2 be a set of names not occuring in φ and M where
ñF2 is of the same cardinality as F2, and let ρ2 : F2 → ñF2

be a bijective replacement. Then

φ `E1 M if and only if ν ñF2 ∪ ñ . σρ2 `E1 M
ρ2 .

To illustrate theses definitions and results, consider the
equational theory Eq(Σ, E) for Σ = ΣXor ∪ΣSym and E =
EXor ∪ ESym .

Example 3. The factors of m = enc(〈n1, n1〉⊕n2, n3) are
〈n1, n1〉⊕n2 and n3. The set of interface subterms ISt(m)
is {m, 〈n1, n1〉 ⊕ n2, n3, 〈n1, n1〉, n2, n1}.

An example of the first case of Lemma 8 is
enc(dec(enc(n1 ⊕ n2, k), k), k′)↓ = enc(n1 ⊕ n2, k

′) and
an example of the second case, where the value of sign
changes is dec(enc(n1 ⊕ n2, k), k)↓ = n1 ⊕ n2.

B. Combination Result

We first prove two lemmas that are required for our main
result. The first lemma is similar to Lemma 3 and states that
all interface subterms of learned messages not equal to nmin

must have been learned by one of the agents.

Lemma 11. Let tr ∈ TRE , A ∈ A and M,N ∈ MΣ such
that Learn(A,M) ∈ tr and N ∈ ISt(M) \ {nmin}. Then
there is a B ∈ A that constructs N in tr .

Proof: Proof by induction over TRE . The only
nontrivial step is an extension by the DERIVE rule.
Let M = f(M1, . . . ,Mk) and consider the ap-
pended event LearnDerive(f(M1,...,Mk))(A,M↓). We distin-
guish two cases. If sign(M↓) 6= sign(M) then M↓ ∈
Fct(f(M1, . . . ,Mk)) ∪ {nmin} ⊆ ISt({M1, . . . ,Mk}) ∪
{nmin} and therefore ISt(M↓) ⊆ ISt({M1, . . . ,Mk}) ∪
{nmin}. If sign(M↓) = sign(M), then ISt(M↓) ⊆
ISt(M)∪{nmin ,M↓}. In both cases, there are Learn events
for all interface subterms of M↓ not equal to nmin by the
induction hypothesis.

Lemma 12. Let tr ∈ TRE , then nmin is not learned in tr .

Proof: If there is a trace tr where one of the agents
learns nmin , then there must be a term T with nmin /∈
names(T ) such that T =E nmin . This term T corresponds
to the tree of construction events that build nmin with

constants and names from N \{nmin} as leaves. But since
equational theories are stable under replacement of names
by names, we also have T =E n for a name n 6= nmin .
By transitivity we obtain nmin =E n. contradicting the
assumption that E is consistent.

Using these lemmas, we now prove our combination result
for impossibility.

Theorem 6. Let Eq(Σ, E) be the disjoint union of equa-
tional presentations (Σ1, E1) and (Σ2, E2). If there is a
trace tr ∈ TRΣ,E that establishes a shared secret, then there
is either a trace tr1 ∈ TRΣ1,E1 or a trace tr2 ∈ TRΣ2,E2

that establishes a shared secret.

Proof: If there is a trace in TRΣ,E that establishes a
shared secret, then there is a minimal trace tr ∈ MTRΣ,E

that establishes a shared secret S, where the last event
in tr is LearnDerive(f(M1,...,Mk))(B, S) for some messages
M1, . . . ,Mk and a function symbol f ∈ Σ. We assume
without loss of generality that f ∈ Σ1 and show that tr
can be translated to a trace trρ ∈ TRΣ1,E1 that establishes
a translated secret Sρ.

We first prove that for a given minimal trace tr ∈ MTRE ,
we can find an injective replacement ρ from {N |N ∈
ISt(tr)∧ sign(N) = 2} to N \names(tr) and a trace
trρ in TRΣ1,E1 . We define trρ as the translation of tr
where Derive events LearnDerive(f(M1,...,Mk))(A,M) ∈ tr
with sign(M) = 2 are replaced by events LearnFresh(A,Mρ)
and all other events Ev(A,M) ∈ tr are replaced by events
Ev(A,Mρ).

We prove this by induction. The statement obviously holds
for the EMPTY trace. Now consider the step cases and
assume that ρ and trρ have the desired properties for a
minimal trace tr .
• PUBLIC: A minimal trace contains no LearnPublic

events.
• RECV: The event LearnRecv(A,M) is added to tr ,

then ρ and trρ · LearnRecv(A,Mρ) have the desired
properties by the induction hypothesis.

• SEND: The event Send(A,M) is added to tr , then ρ
and trρ ·Send(A,Mρ) have the desired properties by
the induction hypothesis.

• FRESH: The event LearnFresh(A,N) is added to tr . If
there is an M such that ρ(M) = N , we can define
ρ′ = ρ[M 7→ N ′] for some N ′ /∈ names(trρ) ∪ {N},
i.e., ρ′ is identical to ρ except for ρ′(M) = N ′.
Otherwise, we define ρ′ = ρ. In both cases ρ′ and
trρ′ · LearnFresh(A,Nρ′

) have the desired properties.
• DERIVE: The event LearnDerive(f(M1,...,Mk))(A,M)

is added to tr . We make a case distinction on
the sign of f . First, if f ∈ Σ1, then ρ and
trρ · LearnDerive(f(Mρ

1 ,...,M
ρ
k

))(A,Mρ) have the desired
properties. The trace is valid since f(Mρ

1 , . . . ,M
ρ
k )↓ =

(f(M1, . . . ,Mk)↓)ρ = Mρ by Lemma 9. Second, if
f ∈ Σ2, then we know that sign(M) = 2. Otherwise,



M is a factor of f(M1, . . . ,Mk) or nmin . The first
case is impossible by Lemma 11 and the minimality
of the trace since M is not a shared secret and since
there cannot be two construction events for the same
message in a minimal trace. The second case is also
impossible because of Lemma 12. Therefore, we define
ρ′ = ρ[M 7→ N ] for some N /∈ names(trρ).
Then ρ′ and trρ′ · LearnFresh(A,Mρ′

) have the desired
properties.

This implies that for any trace tr ∈ MTRΣ,E that
establishes a secret S using f ∈ Σ1 in the last event,
we can find a replacement ρ such that the trace trρ is in
TRΣ1,E1 and establishes the secret Sρ. Since all messages
in trρ are simply translations of the corresponding messages
in tr by applying ρ, both A and B learn the message
Sρ in trρ and send(trρ) = send(tr)ρ. Also note that
bound(trρ) = range(ρ)∪ bound(tr). Using Lemma 10 and
send(tr) 6`E S, which trivially implies send(tr) 6`E1 S, we
conclude that send(tr)ρ 6`E1 S

ρ. Hence Sρ is a secret.

C. Applications

We have collected all impossibility results from this paper
in Table 3. Moreover, we have augmented the table with
possibility results from the literature, thereby providing an
overview of existing results. Note that there are theories
where, to the best of our knowledge, the problem is still
open. For example, there are no such results for the theory
of (nonabelian) groups, blind signatures, and homomorphic
encryption.

The results presented are for minimal disjoint theories, in
the sense that they cannot sensibly be further decomposed.
For disjoint equational theories where secret establishment
is impossible, we can apply Theorem 6 to obtain an impos-
sibility result for the union of the two theories. For example,
secret establishment using the equational theory ESym that
models symmetric encryption, pairing, and a hash function
combined with the theory EXor for XOR is impossible.
Here, our combination result allows us to use different proof
methods for the subtheories. Namely, our decision procedure
for the subterm convergent theory ESym and the proof based
on the isomorphism with an F2 vector space for XOR. Note
that neither of these methods can be used for the union of
the two theories.

Another application of our combination result is that
we can further optimize the decision procedure from Sec-
tion IV-B. Namely, we can split a subterm convergent theory
into disjoint subtheories that can be checked separately. For
example, as presented in the table, the theory ESym can be
split into the theories E1 for pairing, E2 for symmetric en-
cryption, and the empty theory E3 for the free function sym-
bol h. We can then call FIND-DERIVATION-TRACES(Ei) for
each of the subtheories and need only check deducibility for
`Ei in the given call.

VII. CONCLUSION

We have initiated the systematic study of impossibility
results for secret establishment protocols. We have presented
three different kinds of results. First, we gave a formal model
for proving impossibility results for secret establishment for
cryptographic operations described by equational theories.
We used this model to give the first formal impossibility
proof for symmetric encryption in the symbolic setting.
Afterwards, we generalized this result to necessary and
sufficient conditions for the impossibility of secret estab-
lishment for any subterm convergent theory. This directly
yields a decision procedure and constitutes a first step
towards machine assisted analysis of impossibility. Second,
we adapt algebraic methods to prove the impossibility of
secret establishment for XOR and abelian groups. Finally,
we proved a combination result that enables modular impos-
sibility proofs.

As future work, we plan to investigate other equational
theories where the impossibility question is still open. We
would also like to investigate other security properties, such
as authentication and perfect forward secrecy, as well as
different adversary models. Another interesting question is
whether our labeling technique and decision procedure could
be used for protocol synthesis.

REFERENCES

[1] O. Pereira and J. Quisquater, “On the impossibility of build-
ing secure cliques-type authenticated group key agreement
protocols,” Journal of Computer Security, vol. 14, no. 2, pp.
197–246, 2006.

[2] D. Micciancio and S. Panjwani, “Optimal communication
complexity of generic multicast key distribution,” IEEE/ACM
Transactions on Networking (TON), vol. 16, no. 4, pp. 803–
813, 2008.

[3] W. Diffie and M. E. Hellman, “New directions in cryptogra-
phy,” IEEE Transactions on Information Theory, vol. IT-22,
no. 6, pp. 644–654, 1976.

[4] S. Pohlig and M. Hellman, “An improved algorithm for
computing logarithms over gf (p) and its cryptographic signif-
icance,” IEEE Transactions on information Theory, Jan 1978.

[5] R. Rivest, A. Shamir, and L. Adleman, “A method for
obtaining digital signatures and public-key cryptosystems,”
Communications of the ACM, Jan 1978.

[6] M. Rabi and A. Sherman, “Associative one-way functions:
a new paradigm for secret-key agreement and digital signa-
tures,” University of Maryland at College Park, MD, USA,
p. 13, 1993.

[7] U. Maurer and P. Schmid, “A calculus for security bootstrap-
ping in distributed systems,” Journal of Computer Security,
vol. 4, no. 1, pp. 55–80, 1996.

[8] C. Boyd, “Security architectures using formal methods,”
Selected Areas in Communications, IEEE Journal on, vol. 11,
no. 5, pp. 694–701, Jun 1993.



Theory Possible? Protocols/Proof technique
Free function symbols No Subterm convergent

(e.g., a hash function h)
Pairing No Subterm convergent

Symmetric encryption No Subterm convergent
Signatures No Subterm convergent

Public-key encryption Yes Key transport in [5]
A, AC, ACU Yes Key agreement in [6]

ACUN (XOR) No Separate proof
AG No Separate proof

DH-Exponentiation Yes Key agreement [3] and Key transport in [4]

Figure 3: (Im)possibility results

[9] D. Dolev and A. Yao, “On the Security of Public Key Pro-
tocols,” IEEE Transactions on Information Theory, vol. 29,
no. 2, pp. 198–208, 1983.

[10] A. Armando, D. Basin, Y. Boichut, Y. Chevalier, L. Com-
pagna, J. Mantovani, S. Mödersheim, D. von Oheimb,
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