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Abstract— In this paper we address the problem of visual
motion estimation (visual odometry) from a single vehicle
mounted camera. One of the basic issues of visual odometry is
relative scale estimation. We propose a method to compute the
relative scales of a path by solving a bundle adjustment opti-
mization problem. We introduce a constricted parameterization
of the bundle adjustment problem, where only the distances
between neighboring cameras are optimized, while the rotation
angles and translation directions stay fixed. We will present
visual odometry results for image data of a vehicle mounted
onmidirectional camera for a track of 1000m length.

I. INTRODUCTION

Vision based motion estimation (also called visual odom-
etry) is a very challenging problem. Even more if it is at-
tempted with a single camera only. Visual odometry requires
the computation of camera rotation and translation between
consecutive frames. It requires also to compute the relative
scale between frames and finally to compute the absolute
metric scale. For absolute scale one can use a stereo setup
or in many cases it is sufficient to compute relative scale
only. The relative motion (i.e. camera rotation, translation,
and relative scale) should be computed online and with high
accuracy as errors are accumulating over time. For accurate
relative motion good quality feature matches and feature
tracks are necessary which are usually hard to get fully
automatically. But even with robust algorithms there is an
inevitably drift over time. Especially relative scale seems to
be most sensitive for even small inaccuracies. Even small
deviations can accumulate very fast to large differences. In
our previous work [1] we presented a method to compute
rotation and translation robustly with low drift.

The main contribution of this paper is a constricted
parameterization of the bundle adjustment problem [2] for
relative scale estimation of planar motion. The optimization
problem is formulated such that only the relative scales
between camera poses get optimized. The rotation angles and
translation directions are fixed. 3D points are re-computed
on evaluating the cost function at every iteration, instead of
being parameters of the optimization problem. Compared to
full bundle adjustment for planar motion where you would
have 3 motion parameters per camera and 3 parameters per
3D point our proposed parameterization has only 1 parameter
per camera. Furthermore our experiments show that with

such a parameterization the optimization converges quicker
to the final solution.

We show that our method produces locally very accurate
results and shows little drift over long distances without
any offline optimization step. We present visual odometry
results on challenging image data of a vehicle mounted
omnidirectional camera over long distances.

II. RELATED WORK

In [3] Nister et al. describe a visual odometry system
using a single camera. The method uses a combination of
relative motion estimation with the 5pt algorithm and 3D-
2D pose estimation. From feature tracks initial 3D points
are computed by triangulation from camera poses that are
computed by relative motion estimation. Additional poses are
computed by pose estimation from 3D-2D matches. In the
absence of multi-view feature tracks the method continues
with two-view relative motion estimation. In their paper a
perspective camera was used, but the method would also
apply to an omnidirectional camera.

In a later paper Engels et al. describe a very similar
system that is using an additional bundle adjustment step
to refine the initial camera position [4]. With a windowed
bundle adjustment the cameras where locally optimized in an
online fashion. However, the method was demonstrated only
on an image sequence of an object on a turntable. In their
bundle adjustment all the parameters were optimized. Visual
odometry on a larger scale was presented by Mouragnon et
al. [5] where they also use windowed bundle adjustment.

In [6], Tardif et al. proposed a new approach for the
relative motion estimation, which decouples the rotation
estimation from the translation. In particular, they compute
the rotation from the epipolar geometry between the last and
the new image and the remaining translation from the 3D
map. Experiments were done using a PointGrey Ladybug
omnidirectional cameras with high resolution (up to 10Mp)
and in a urban scenario.

Our method mainly differs from previous works that we
separate relative motion and scale estimation and put an
additional focus on consistent scale estimation. The relative
motion estimation is especially designed for planar motion
which leads to a very efficient and extremely robust algo-
rithm. For relative scale estimation, we finally use bundle
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Fig. 1. General Ackermann steering principle (courtesy of Bjorn Jensen).

adjustment with a constricted parameterization to compute
the relative scales all at once.

III. COMPUTING ROTATION AND TRANSLATION

In our previous work [1] we described an algorithm to
estimate the relative motion between two camera images
taken from a single vehicle-mounted camera. The main
contribution of that work was to make use of the fact that
many wheeled vehicles move with piecewise circular motion,
assuming the vehicle reference coordinate system is attached
to the rigid non steering axle. For car-like vehicles this
motion is ensured by the Ackermann steering principle [7]
(Fig. 1). For a giving steering angle the wheels are turned in
a way so that the car will go around in a circle. Each of the
front wheels is turned in a way so that both rotate around
the same center, the so called instantaneous center of rotation
(ICR). The path of a car is therefore following a piecewise
circular trajectory, because every change in the steering angle
will result in a new circular trajectory. A camera mounted
over the rear axle of the vehicle will also follow the circular
motion. For visual odometry we showed in [1] that in practice
the motion between to camera frames is nicely circular. This
was used to derive a novel motion estimation algorithm
for the planar motion case, that can compute rotation and
translation between 2 frames from a single point correspon-
dence instead of 2 point correspondences [8]. This minimal
parameterization can be used for robust motion estimation
using RANSAC [9]. Because only 1 point correspondence
is necessary the number of random samples is lower than in
the 2 point case and the motion estimation is much faster. As
a matter of fact, the motion estimation and outlier removal
process took less 0.2 milliseconds with a normal DualCore
laptop computer. In the following we will shortly summarize
the algorithm introduced in our previous work.

A. The Essential Matrix

Under planar motion, the two relative poses of a camera
can be described by three parameters, namely the yaw angle
θ and the polar coordinates (ρ, φ) of the second position
relative to the first position (Fig. 2). Since when using only
one camera the scale factor is unknown, we can arbitrarily
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Fig. 2. Relation between camera axes in circular motion.

set ρ at 1. From this it follows that only two parameters need
to be estimated and so only two image points are required.
However, if the camera moves locally along a circumference
(as in Fig. 2) then we have φ = θ/2; thus, only θ needs to be
estimated and so only one image point is required. Observe
that straight motion is also described through our circular
motion model; in fact in this case we would have θ = 0 and
thus φ = 0.

Let us now derive the expression for the essential matrix
using the considerations above. Let R and T be the unknown
rotation and translation matrices which relate the two camera
poses. Then, we have

R =

 cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 , T = ρ ·

 cos(φ)
sin(φ)

0

 (1)

because we considered the motion along the xy plane and
the rotation about the z-axis. Then, let p = [x, y, z]T and
p′ = [x′, y′, z′]T be the image coordinates of a scene point
seen from the two camera positions. Observe that to make our
approach independent of the camera model we use spherical
image coordinates; therefore p and p′ are the image points
back projected onto a unit sphere (i.e. ‖p‖ = ‖p′‖ = 1).
This is always possible once the camera is calibrated.

As known in computer vision, the two unknown camera
positions and the image coordinates must verify the epipolar
constraint

p′T Ep = 0, (2)

where E (called essential matrix) is defined as E = [T]×R,
where [T]× denotes the skew symmetric matrix

[T]× =

 0 −Tz Ty

Tz 0 −Tx

−Ty Tx 0

 . (3)

Then, using (1), (3), and the constraint φ = θ/2, we obtain
the expression of the essential matrix for planar circular
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Fig. 3. An example histogram from feature correspondences.

motion:

E = ρ ·

 0 0 sin( θ
2 )

0 0 − cos( θ
2 )

sin( θ
2 ) cos( θ

2 ) 0

 (4)

B. Recovering θ

By replacing (4) into (2), we can observe that every image
point contributes to the following homogeneous equation:

sin
(

θ

2

)
· (x′z + z′x) + cos

(
θ

2

)
· (y′z − z′y) = 0 (5)

Given one image point the rotation angle θ can then be
obtained from (5) as:

θ = − 2 tan−1

(
y′z − z′y

x′z + z′x

)
(6)

C. Outlier removal in 2-view motion estimation

The possibility of estimating the motion using only one
feature correspondence allows us to to implement a very
efficient algorithm for removing the outliers, which is based
on histogram voting. First, θ is computed from each feature
correspondence using (6); then, a histogram H is built where
each bin contains the number of features which count for the
same θ. A sample histogram built from real data is shown
in Fig. 3. When the circular motion model is well satisfied,
the histogram has a very narrow peak centered on the best
motion estimate θ∗, that is θ∗ = argmax{H}. As the reader
can perceive, θ∗ represents our motion hypothesis; knowing
it, the inliers can be identified by using reprojection error.

Once the outliers are identified, we refine the motion esti-
mate from all remaining inliers through the 2-point algorithm
described in [8].

IV. COMPUTING THE SCALE

To compute the scale of a trajectory we set up a BA
problem to solve for all the scales at once. Bundle adjustment
(BA) minimizes the image reprojection error to refine camera
poses and 3D points [2], [10]. Standard method is to refine
camera and point parameters by Levenberg-Marquard opti-
mization [10]. Usually bundle adjustment requires a good
initial solution so that the optimization process does not
get stuck at a local minimum. Having more parameters to
optimize makes it harder to find a good solution therefore
here we simplify the optimization problem to have less
parameters, only scale.

si si+2si+1
Pi Pi+3

Pi+2
Pi+1

ti
ti+3

Fig. 4. By optimizing the scale parameters the cameras Pi, . . . , Pi+n are
only allowed to move on the original translation vectors ti. Rotation and
translation vectors are thus unchanged.

A. The Constricted Parameterization of the BA problem

Each camera position Pi+1 is written as the previous
camera position Pi plus a vector to Pi+1 of length si (see
Fig. 4 for an illustration).

Pi+1 = Pi + siti (7)

The vector ti is a unit vector from the current camera to
the next camera. For the bundle adjustment we allow the
camera positions to move along their vectors. This means
only one parameter per camera, i.e. si will be optimized.
In the optimization the cameras are not allowed to move
independently. A change in Pi directly influences the position
of Pi+1. This ensures that the direction of the translation
vector t between two cameras remains unchanged. Within a
BA window Pj to Pj+n each camera position Pi is expressed
in terms of all the previous cameras.

Pi = Pj + sjtj + sj+1tj+1 + . . . + si−1ti−1 (8)

The rotation of the camera is not effected by this scale
change and needs no update. In our implementation we
assume planar motion thus our camera position is described
by two parameters tx, ty and the rotation can be described
by one parameter r. A 3D point is described as usual by 3
parameters.

B. Optimization

The scale estimation algorithm takes a sequence of initial
camera poses P1, P2, .., Pn and features tracks as input. The
camera poses are represented by the position of the first cam-
era C1, translation vectors t1, ..., tn−1, rotations r1, ..., rn

and scales s1, ..., sn−1. The scale values are not known
and are therefore initially set to 1. During the optimization
only the scale parameters are optimized. For a path with n
cameras we optimize n parameters.

The cost function which is minimized is a robustified
image reprojection error. We use a robust function to deal
with outliers in the data. The robust reprojection error er is
computed using the Cauchy-function as robustifier,

er = ln(1 +
e2

σ2
), (9)
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where σ is the expected standard deviation of the image fea-
tures and e is the image reprojection error. For reprojection
errors larger than the threshold σ the cost function flattens
significantly so that the large errors from outliers don’t have
to much influence. This robust cost function was reported to
be successful in [4].

In contrast to standard BA we do not give the 3D position
of feature points as input. To compute the cost function the
3D points are re-computed for each iteration of the opti-
mization to evaluate the reprojection function. This is done,
because the 3D points from the initial solution deviate largely
from the solution with the correct scale. During optimization
huge changes in 3D point position would be necessary, which
in practice very often leads to a convergence to a local
minimum.

C. Outlier detection in n-view feature tracks

Although we use a robust cost function gross outliers
should be removed for the BA to achieve optimal results.. To
detect outliers in the n-view feature tracks we perform a 3D
reconstruction for each track from it’s first 2 views. Then
we run our scale optimization on the single feature track
only. We estimate the unknown scales and if it converges
we compute the average reprojection error of all the views.
If the reprojection error is higher than a certain threshold
the feature track is marked as an outlier and not used in the
optimization.

V. RESULTS

In this section we present visual odometry results on a
challenging image data. The images were acquired by a car
equipped with an omnidirectional camera driving through a
city. A picture of our vehicle (a Smart) is shown in Fig.
5. The omnidirectional camera is composed of a hyperbolic
mirror (KAIDAN 360 One VR) and a digital color camera
(SONY XCD-SX910, image size 1280 × 960 pixels). The
camera was installed as shown in Fig. 5. The camera system
was calibrated using the toolbox from Scaramuzza [11], [12].
Images were taken at an average framerate of 10Hz. Due
to the sharing of memory resources with other sensors the
framerate did not stay constant but could drop to as low
as 5Hz. The vehicle’s speed could range from 0 to 45km/h.
The varying and rather low framerate is one of the main chal-
lenges of the image set and complicates feature tracking. The
distance between feature locations of matches in consecutive
frames can be very high, which leads to differently warped
image patches because of the omnidirectional camera. The
data was collected in real traffic during peak time. Therefore
many other moving objects, cars, busses, pedestrians, etc.
are present. The route not only goes through nice urban
canyons but also leads to open places that lack structure
for feature tracking. Feature tracks were computed by SIFT
feature matching [13]. For motion estimation only 2-view
tracks were used. For scale estimation features tracks up to
10 frames were used.

Fig. 7 shows the result of our visual odometry method for a
part of the data set. The recovered path has a length of 960m.

Fig. 5. The vehicle used in our experiments equipped with the omnidirec-
tional camera (in the circle). The vertical field of view is indicated by the
lines.

Green circles represent the vehicle’s location and the blue
dots are triangulated feature points. Rotation and translation
of the motion are computed from 2-view feature matches and
successive added. The scale was estimated with the proposed
approach. Fig. 9 shows the resulting path at distinct iterations
of the optimization process up to the final result. Fig. 8
shows a comparison of the visual odometry scale with wheel
odometry from the car. We compared the local accuracy of
our method to the wheel odometry. The graph shows the
average absolute scale difference for a sliding window of 3
frames length. The overall average scale difference is only
7.3cm (std. dev. 14cm). The average distance between frames
in the processed dataset is 1.04m. Fig. 10 shows a part of
the trajectory with triangulated features as an overlay onto
a satellite image. The triangulated features fit nicely to the
map.

VI. CONCLUSIONS

In this paper we described a new method for computing
visual odometry for a single vehicle mounted camera. The
main contribution is a relative scale estimation method based
on a constricted parameterization of a bundle adjustment
problem. The relative scales for a sequence of camera
positions are solved all at once. The proposed parameteri-
zation keeps the optimization problem small, compared to a
standard BA problem. Only the scale is estimated, rotation
and translation is kept fixed during optimization. We showed
results on an image dataset taken with an omnidirectional
camera on a vehicle while driving through a city. The
estimates scales are very close to a ground truth measured
from wheel odometry. Our scale estimates show only small
drift, which could be completely eliminated if loops would
be closed. Loop constraints can easily be integrated in our
optimization approach which will be one of our future steps.
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Fig. 6. Comparison of the visual scale estimate to the scale from wheel
odometry. (a) Visual scale estimate. (b) Wheel odometry. Only 50 frames
of the sequence are shown to see the details of the scale distribution. The
visual scale estimates match the wheel odometry nicely.
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