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Abstract
Digital authentication is a mature field, offering a range of solutions
with rigorous mathematical guarantees. Nevertheless, paper docu-
ments, where cryptographic techniques are not directly applicable,
are still widely utilized due to usability and legal reasons.

We propose a novel approach to authenticating paper documents
using smartphones by taking short videos of them. Our solution
combines cryptographic and image comparison techniques to de-
tect and highlight subtle semantic-changing attacks on rich doc-
uments, containing text and graphics, that could go unnoticed by
humans. We rigorously analyze our approach, proving that it is
secure against strong adversaries capable of compromising differ-
ent system components. We also measure its accuracy empirically
on a set of 128 videos of paper documents, half containing sub-
tle forgeries. Our algorithm finds all forgeries accurately (no false
alarms) after analyzing 5.13 frames on average (corresponding to
1.28 seconds of video). Highlighted regions are large enough to be
visible to users, but small enough to precisely locate forgeries. Thus,
our approach provides a promising way for users to authenticate
paper documents using conventional smartphones under realistic
conditions.

1 INTRODUCTION
Problem Context. Forgery of printed documents is a widespread

problem [13]. For example, it is believed that a single degree mill
company sold over 200,000 fake educational diplomas worldwide
for $51 million in 2015 alone [3]. Germany’s Federal Criminal Police
Office has detected about 70,000 document forgeries per year over
the last decade [15]. In 2018, a US prosecutor was found guilty of
forging a judge’s authorization for a wiretap [9]. As a consequence
US legislation has been introduced to combat counterfeit court
orders [35] by using digital signatures conforming to standards
defined by the National Institute of Standards and Technology [29].

Despite advances in digitalization, and mature solutions for digi-
tal signatures, printed paper is still widely used for documents of
various degrees of sensitivity. In the US alone, 129 billion physical
mails were sent in 2020 [40]. In enterprise environments, depart-
ments like human resources, legal, and accounting are still predom-
inantly paper-centric [20]. Moreover, research on the impact of
media on reading outcomes shows advantages for reading compre-
hension and efficiency when reading from paper as compared to
reading from screens [8, 10, 30]. It thus seems unlikely that paper
will be completely replaced by electronic communication.

Traditionally, physical measures such as security paper, holo-
grams, and watermarks, have been deployed to raise the bar against
forging paper documents. Nevertheless, forgery’s high potential
pay off motivates sophisticated and successful attacks [14].

This situation raises a natural question: can we leverage standard
security mechanisms from the digital world, such as cryptographic
signatures, to prevent attacks on paper documents in the physical
world? This question has inspired various proposals [1, 12, 24, 42]
such as 2D annotations (for instance QR codes) containing addi-
tional information, like signed hashes of the document’s content.
This annotation allows interested parties to verify a printed docu-
ment’s authenticity, assuming they possess the signer’s public key.
It is now also common to see documents with QR codes or URLs
pointing to an authentic version of the document on the issuing in-
stitution’s website [18, 19, 39]. These approaches and other related
work are discussed in more detail in Section 6.

Such techniques help preventing forgeries, however they have
strong limitations. In most of these proposals, a human verifying
a document’s authenticity must still manually compare a printed
document against an online version or against text stored in a QR
code and displayed on a PC or smartphone. While this can help
humans spot obvious forgeries, like those that drastically change a
document’s form or contents, more subtle attacks where only a few
characters are altered are challenging to spot manually. It is well
known, for instance, that a single comma can alter the semantics of
a sentence [11]. Consider, for example, the sentence “Stop clubbing
baby seals" versus “Stop clubbing, baby seals". 1

Alternatively, approaches have been proposed for automatic or
semi-automatic comparison, such as [1, 2]. These techniques are
tailored to pure text and use either OCR or machine learning. These
are strong limitations since semantically meaningful attacks may
modify charts, signatures, or other non-textual parts of a document.
In addition, machine learning techniques are prone to adversarial
attacks [7]. This creates additional attack vectors for which no
robust generic countermeasures are currently known [6].

Approach. We propose a system to digitally authenticate printed
documents. We call our approach SealClub and there are two main
components to our solution: (i) cryptographic mechanisms are used
to guarantee the authenticity and privacy of reference document
pictures and (ii) an image comparison algorithm is used to detect
subtle forgeries on a short user-taken video of a paper document
with respect to an authentic reference document. We use a video
instead of a single picture for both usability and accuracy reasons:
superimposing the outcome of the analysis on each video frame
(augmented reality) provides users with immediate feedback and
comparing multiple images against the reference image improves
accuracy and helps filter out false forgery alarms.

Our image comparison algorithm is based on approximate simi-
larity that automatically highlights noticeable differences between

1Also a meme of internet fame.
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Figure 1: High level overview of SealClub.

two document images. Our algorithm marks regions that differ by
more than a pre-configured threshold and displays the differences
to end users in a meaningful way, enabling them to make informed
decisions about a document’s authenticity. Crucially, our algorithm
works in realistic conditions using off-the-shelf smartphone cam-
eras and is tolerant to routine distortions, for example arising from
document folding or adverse lighting conditions, thereby reducing
false positive rates while maintaining high forgery detection rates.

To illustrate how this works and how cryptography is used, con-
sider a scenario where a bank issues paper documents to customers,
like account statements, as illustrated in Fig. 1. The bank has a
public/private key pair. With the private key, the bank signs a URL
containing a digital copy of the document to be authenticated to-
gether with a hash of the image’s content. The printed version
of the document contains a QR code with this signature, the URL
and the document’s hash. Bank users receiving printed documents
install an authentic bank app on their phone, which has pinned the
bank’s public key. With this key, the app can verify the signature
in the QR and download the digital copy and check its authenticity.
The app runs our image comparison algorithm, which compares
the authentic digital copy of the reference against a short video
of the physical document. As a result, the app either declares the
physical document as authentic or highlights those regions that
have been potentially tampered with.

We have designed SealClub to be secure even under strong at-
tackers. As described in Section 3, it uses multiple keypairs and
other security measures to be secure against attackers who can
compromise individual components or their private keys. Our ap-
proach provides message origin authentication and, as we will see
in Section 4, timestamp-based non-repudiation of origin under key
revocation. It is relatively easy to extend our solution to offer addi-
tional features. For example, we may count, on the storage server,

how many times a document has been authenticated. We do not,
however, explore such extensions in this paper.

We also provide privacy guarantees by employing symmetric
cryptography to protect against data breaches on the cloud storage
that could expose potentially sensitive documents. Namely, Seal-
Club stores digital copies of the authentic documents encrypted
with symmetric keys that are also included in the printed QR, but
not stored by the issuer. These keys can be used by end users to
decrypt the retrieved documents from the remote server.

We formally model the protocol underlying SealClub and prove
that it ensures document authenticity with respect to strong adver-
saries. We also implement our approach and evaluate its accuracy
on videos of different document types, with and without forgeries,
and taken with multiple devices. Our evaluation shows that our
approach detects all forgeries with no false alarms. Moreover, for
forgeries, the highlighted regions are large enough to be easily seen
by human users, but small enough to precisely pinpoint where the
forgeries occur.

Contributions. We are the first to provide a solution combining
cryptography and image comparison to authenticate printed doc-
uments in the physical world. Moreover, our solution is secure
against strong attackers and is privacy-preserving, even in the pres-
ence of compromised components and server-side data breaches.
We formalize our system design and provide formal guarantees on
the cryptographic protocol that authenticates reference documents.
Finally, we implement our solution and show that it provides high
assurance in real-world scenarios by an evaluation on 128 document
videos. In our evaluation, all forgeries were detected with no false
alarms after analyzing just 5.13 frames on average, corresponding
to 1.28 seconds of video at a sampling rate of 4 frames per second.

Organization. The rest of the paper is organized as follows. We
describe the problem statement, general requirements, and system

2



and attacker models in Section 2. We present the design of SealClub
in Section 3 and the associated security guarantees in Section 4.
We evaluate and discuss limitations of our approach in Section 5,
review related work in Section 6, and draw conclusions in Section 7.

2 PRELIMINARIES
Before describing our technical solution in detail, we elaborate on
the problem statement, the system and attacker models, and the
technical requirements for solutions to the stated problem in this
context. We also introduce relevant notation and give a first (ideal)
definition of forgery and forgery detection.

Problem Statement. Is it possible to build a digital system that
supports users in authenticating paper documents and recognizing
forgeries?

2.1 Requirements
Functional requirements. Document issuers can share paper doc-

uments with users. Documents may be sent by postal mail, which
may entail folding them in halves or thirds to fit in envelopes. Users
can access a digital copy of the physical document they receive
and automatically compare the physical and digital copies to detect
differences using their standard, off-the-shelf smartphone. Frames
in videos of documents taken using smartphones in uncontrolled
scenarios may introduce lighting, focus, and geometrical distor-
tions [25]. For example, unfolded documents may fail to lie flat,
which changes the geometry of the original (2D flat) digital docu-
ment. Moreover the overall quality of pictures may change across
smartphone models and users.

Security and Privacy Requirements. If an attacker modifies or
replaces an existing paper document issued by a legitimate issuer
before it reaches an end user, the phone-based app should alert the
user to modifications in the forged document. Moreover, unautho-
rized parties should not be able to create new paper documents
on behalf of a legitimate document issuer. If they attempt to do so,
the app must inform end users of such spoofed documents. Only
users in possession of a legitimate paper document can retrieve the
corresponding original digital counterpart. In case of a breach on
the storage service, which stores the original documents in digital
form, attackers should not be able to learn the content of the doc-
uments unless they possess the corresponding paper documents.
In the event of an issuer’s key compromise, users in possession of
issued documents before the key is revoked should still be able to
authenticate them (non-repudiation of origin under key revocation).
Moreover compromise of individual system components (issuing
or storage) should not suffice to successfully create forgeries.

The system must allow for key revocation in case of compromise
of private keys. In this case, user must be able to authenticate
documents issued prior to revocation (non-repudiation of origin
under revocation [5]).

Usability Requirements. The system must tolerate a wide range
of uncontrolled distortions on the video taken by end users with
their smartphones. This means that the system must have a low
number of false alarms on legitimate documents, but still provide
high accuracy in detecting forgery. This is challenging because, as

discussed in the introduction, a semantic-changing forgery could
be as (visually) small as a single comma, added or removed.

2.2 System and Attacker Model
System Model. There are two kinds of legitimate system users:

issuers and end users. Issuers have an insecure channel, such as
postal mail, for paper documents but can authentically distribute
their public keys to users. Users connect to the storage service to
securely retrieve encrypted copies of a document’s digital version.
Documents have a secure timestamp that is provided by a time-
stamping service, and which allows end users to check when a
document was created.

Users also visually compare a short video of the paper document
and the (original) digital version retrieved from the issuer’s servers.
This comparison is assisted by an app that automates the visual
highlighting of (potential) differences between frames in the video
and the reference image of the document.

Attacker Model. Attackers may attempt to modify existing, legit-
imate, paper documents, by hijacking them in transit to end users
or by creating new documents on behalf of issuers. To do so, they
may use any forgery means, digital or physical, and may perform
subtle attacks to increase their success chances. However, crucially,
a forgery must be visible and semantic changing.

Note that it is hard to define semantic changing precisely in gen-
eral, since this will vary from document to document. For instance,
for some documents, like those referring to our baby seals, small
punctuation changes suffice to change the document’s intended
meaning. For other documents, changing the signature or a portion
of a graph representing sales results may be a semantic changing
attack. However, changing a pixel or a region that is smaller than a
punctuationmarkmay not change the document’s intended content
for human readers, but will simply appear to be noise.

Attackers may compromise individual components such as the
issuer or the storage service (see Fig. 1) and obtain their private
keys. However, we assume end users can download an authentic
app on their smartphones and can update it securely; thus we rule
out fake or compromised app attacks.

2.3 Video processing
In order to improve accuracy and to give users real-time feedback
on the quality of the pictures the algorithm receives, our solution
works with short videos of paper documents rather than single
pictures. However, the comparison with respect to the reference
document will be performed on the individual frames of a video.

Given a video and a frame-by-frame comparison, we can define
a notion of analysis convergence. Namely, for a fix number 𝑘 , we
compare the result of the analysis on the last 𝑘 frames of the video.
If the results are identical (frames are authentic or they contain
forgeries in the same positions) then we stop the analysis and report
the result. For most of Section 3.1, wewill thus describe single image
(frame) comparison against the reference document.

2.4 Strict Forgery Detection
For the rest of the paper, we will consider grayscale documents and
begin with some notation. Let 𝑛,𝑚 ∈ N and D = [0, 1]𝑛 × [0, 1]𝑚 .
A digital document 𝑑 ∈ D is an 𝑛×𝑚 grayscale matrix, where [0, 1]
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is a fixed-point representation of fractions between 0 and 1. Here
we use the computer vision convention for pixel intensity where
0 stands for black, 1 for white, and in-between values are a gray
scale. In the following, it will be useful to consider rectangles within
an image, which we denote by two coordinates (𝑥1, 𝑦1), (𝑥2, 𝑦2) ∈
[0, 𝑛] × [0,𝑚] such that 𝑥1 < 𝑥2 and 𝑦1 < 𝑦2.

A (perfect) printing function 𝑝 : D → P transforms the digital
document into a paper version𝔭 that faithfully preserves proportion
and intensity. Ideally, there exists an inverse function 𝑝−1 : P → D
such that 𝑑 = 𝑝−1 (𝑝 (𝑑)). For instance, a perfect printing of 𝑑 that
is perfectly scanned should be pixelwise identical to the original 𝑑 .

Although forgery can happen at the digital or physical level, we
can abstract away from where it occurs by comparing two digital
images 𝑑 and 𝑑 , where 𝑑 may be 𝑝−1 (𝑝 (𝑑)) (a scan of a document
that was possibly digitally modified and then scanned) or 𝑝−1 (𝑝 (𝑑))
(a scan of authentic printed document that was possibly physically
modified).

Definition 2.1 (Forgery). Let 𝑑, 𝑑 ′ ∈ D. If 𝑑 is an authentic image,
we say 𝑑 ′ is forged if there exists at least one position (𝑖, 𝑗) ∈
[1, 𝑛] × [1,𝑚] such that 𝑑 (𝑖, 𝑗) ≠ 𝑑 ′(𝑖, 𝑗).

A forgery locator is an algorithm that computes the regions that
have been modified. A neighbour of a position (𝑥,𝑦) ∈ N2 is a
position (𝑥 ′, 𝑦′) ≠ (𝑥,𝑦) such that𝑚𝑎𝑥 ( |𝑥 − 𝑥 ′ |, |𝑦 − 𝑦′ |) ≤ 1. In
a connected set 𝐶 ⊆ N2, all positions (𝑥,𝑦) ∈ 𝐶 have at least one
neighbour in 𝐶 .

Definition 2.2 (Ideal forgery locator). Let 𝑑, 𝑑 ′ ∈ D be an authen-
tic image and a potential forgery of 𝑑 , respectively. Then an ideal
forgery locator 𝐹 (𝑑, 𝑑 ′) returns a list of disjoint detected differences
𝑟1, . . . , 𝑟𝑘 , such that each 𝑟𝑖 is the smallest rectangle containing a
connected set of positions 𝑥 𝑗 , 𝑦 𝑗 with 𝑑 (𝑥 𝑗 , 𝑦 𝑗 ) ≠ 𝑑 ′(𝑥 𝑗 , 𝑦 𝑗 ) and the
empty set otherwise.

These definitions correspond to the strictest security guarantees
in an ideal scenario where even a difference in one single pixel
constitutes a forgery. In practice, however, it will be impossible
to enforce such strict guarantees when working with printed pa-
per since smartphone-scanned images of printed documents suffer
from distortions, as discussed in Section 2. Hence, we must relax
the definition of forgery and a forgery locator to tolerate some
differences as we explain in the following section.

3 SEALCLUB DESIGN
SealClub combines algorithms for image comparison with crypto-
graphic measures to support end users in determining a document’s
authenticity. We describe this in detail in the next sections.

3.1 Image Comparison Algorithm
Next describe our image comparison algorithm which is at the core
of our approach. We first motivate the kind of algorithm required,
based on the requirements of Section 2, before describing how it
works.

3.1.1 Approximate Similarity. In practice when dealing with
physically printed documents there will inevitably be pixel-wise
differences. Definitions 2.1 and 2.2, although appealing from a se-
curity point of view, are too strict in practice as they will result in

forgeries being detected even on pictures of documents that have
not been modified (false alarms).

In order to better capturemeaningful differences between images,
we introduce the notion of a difference map.

Definition 3.1 (Difference map). The difference map of two images
𝑑 and 𝑑 ′ is the matrix, also in D, defined by:

diff(𝑖, 𝑗) = |𝑑 (𝑖, 𝑗) − 𝑑 ′(𝑖, 𝑗) |,
for all positions (𝑖, 𝑗) ∈ [1, 𝑛] × [1,𝑚].

Intuitively, the difference map is a matrix containing the visual
differences between two images, with more glaring differences
having higher intensity (i.e. a black pixel against a white one). For
instance, Figure 2 shows how adding a word (digitally) to a textual
image can be seen in the difference map.

When comparing a high quality picture of a printed document
(paper lies completely flat, good lighting and focus, image pre-
processing) against the original, we still get some small visible
differences in the difference map. These are, however, easy to filter
using intensity thresholding, as can be seen in Figure 3.

To account for a tolerance to small differences, we relax our
definitions of forgery and a forgery locator.

Definition 3.2 ((𝛿, 𝜏)-detectable forgery). Let 𝑑, 𝑑 ′ ∈ D. A (𝛿, 𝜏)-
detectable forgery is a connected set of positions 𝑝𝑜𝑠1, . . . , 𝑝𝑜𝑠𝑘 ∈
[1, 𝑛] × [1,𝑚] in the local difference map𝑀 of 𝑑 and 𝑑 ′ such that
𝑀 (𝑝𝑜𝑠 𝑗 ) < 𝛿 , for each 1 ≤ 𝑗 ≤ 𝑘 and 𝑘 > 𝜏 .

The motivation behind the choice of parameters 𝛿 and 𝜏 is that
differences with low intensity (𝛿) in the difference map correspond
to less visible differences, such as blurred borders of text, and small
regions (𝜏) are usually noise. The concrete values of 𝛿 and 𝜏 must
be set in a concrete implementation and may vary depending on a
document’s intrinsic feature, for instance the font size or character
set. These values are defined by document issuers and are embedded
in the paper document’s QR code as we will discuss in the next
section. Note that setting 𝛿 = 1 and 𝜏 = 1 is equivalent to the
stricter Definition 2.2.

A (𝛿, 𝜏)-forgery locator points to specific regions that have been
modified.

Definition 3.3 ((𝛿, 𝜏)-forgery locator). Let𝑑,𝑑 ′ ∈ D. Then a (𝛿, 𝜏)-
forgery locator 𝐹 (𝑑,𝑑 ′) returns a possibly empty list of detected
differences 𝑟1, . . . , 𝑟𝑘 , where 𝑟𝑖 is the smallest rectangle containing
a (𝛿, 𝜏)-forgery.

In practice 𝑑 will be an image of the authentic document and 𝑑 ′
a picture of the paper document to be authenticated. We empha-
size that we seek a practical solution where 𝑑 ′ can be produced
by a standard smartphone under normal conditions. Solutions re-
quiring the careful use of high-quality flatbed scanners on pristine
paper documents would, for example, be inappropriate for general,
widespread use. A practical challenge then is that uncontrolled
smartphone pictures of a printed document have unpredictable
distortions as in Figure 4.

Although Definition 3.3 is more tolerant to slight differences
between images, while still providing some security guarantees,
examples such as Figure 4 are challenging to handle, given that the
differences are large enough to be considered potential attacks. In
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Figure 2: Difference map between authentic and forged (word addition).

Figure 3: Differences between an authentic digital picture and its printed version. The last image is the result of applying a
threshold 𝛿 = 0.15 to the difference map.

Figure 4: Differences between an authentic digital picture and its printed version when the printed version is slightly folded.
The last image is the result of applying a threshold 𝛿 = 0.15 to the difference map.

the next section, we discuss how we tackle these challenges while
still providing clearly defined security guarantees.

3.1.2 An Iterative Forgery Detection Algorithm. An important
precondition for document comparison is that the two pictures 𝑑
and𝑑 ′ are aligned. Alignment is non-trivial when using smartphone
pictures as they are likely to have angle and perspective differences
with respect to the authentic image.

A commonly used technique to rectify such differences is to
apply a homography computed over the document’s estimated cor-
ners [17]. This technique is widely implemented in smartphone
applications for document scanning such as Google Lens and Mi-
crosoft Lens. In our setting, we have an additional advantage when
computing an accurate homography since we have access to the
original image. We can thus use computer vision techniques to
recognize known objects in new scenes. Popular algorithms to find
descriptive points of an object are, for instance, scale invariant fea-
ture transform (SIFT) [26] and Oriented FAST and Rotated BRIEF
(ORB) [34]. We can then search for matches of such points in two

images using automatic feature matching [28]. This allows us to bet-
ter estimate the location of the authentic document in the printed
document scan and then apply a homography to align both pictures.
Figure 5 illustrates the combination of both techniques, which is
an instance of general object finding [31].

Our approach is as follows. Folds in the printed document may
induce distorsions that cannot be corrected with a global homogra-
phy technique, given that they occur in 3D space as illustrated in
Fig. 4. However, if we zoom in to the neighborhood of a detected
potential difference, we can attempt to recompute a homography in
this limited region and check for differences. The rationale for this
is that locally, in the neighborhood of a potential difference, the
perspective is more consistent and thus more likely to be corrected.

We present our forgery detection algorithm in Fig. 6. First we
compute descriptive points and look for a homography, controlling
a rotation up to the angle 𝜙 . We then perform typical preprocessing
steps similar to document scanning to improve light and contrast.
Afterwards we perform a first approximate similarity pass on the
document obtaining a list Δ of potential differences. We iterate over
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(a) Descriptive feature matching and estimation
of perspective

(b) Result of homography computation

Figure 5: Result of object matching and perspective adjustment using computer vision techniques.

Figure 6: High-level view of proposed iterative approach to build a forgery locator.

each difference and compare again a neighborhood 𝜎 of the differ-
ence in the authentic image against a neighborhood of the image
to verify. The comparison involves recomputing the descriptive
points and recomputing the homography. We then recompute the
approximate similarity difference map in the region 𝜎 and store
the newly found differences (if any). If no good homography is
found, which can happen for instance if the printed document con-
tains a region visually very different from the original (modified or
new text/images), then we directly compare the two corresponding
regions. The process can be repeated until a fixed point is reached.

Pseudocode for our algorithm is given in Algorithm 1. In this
presentation, we assume that the parameters 𝜏 and 𝛿 are implicit
to the function get_differences, that the size of neighborhood is
implicit to neighborhood, and that 𝜙 is implicit to find.

Definition 3.4 (Similarity). When the output of Algorithm 1 is the
empty list (no forgeries found), we say that 𝑑 ′ and 𝑑 are (𝜏, 𝛿, 𝜙, 𝜎)-
similar.

Video processing. The algorithm’s output is thus a list of visual
annotations containing potential differences. Some of those differ-
ences may be false alarms, which occur when picture distorsions
cannot be automatically corrected. However, as discussed in Sec-
tion 2, we used the output of single frames in the context of a video
containing multiple frames to reach a verdict.

Definition 3.5 (Frame coherence). Let 𝑘 ∈ N. LetV an ordered list
of documents (frames) 𝑓0, . . . , 𝑓𝑙 for 𝑙 ≥ 𝑘 . A set 𝐹 of 𝑘 consecutive
frames 𝑓𝑖 , . . . , 𝑓𝑖+𝑘 is (𝜏, 𝛿, 𝜙, 𝜎)-coherent if the output of Algorithm 1
on each frame in 𝐹 is the same.

Even if false alarms can arise due to the lighting or focus con-
ditions in a given frame, they are less likely to occur in several
consecutive frames. We will then converge to a given analysis af-
ter finding 𝑘 consecutive coherent frames. This turns out to be
surprisingly effective as we show empirically in Section 5.
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Algorithm 1 Iterative Forgery Detection Algorithm
Input: Images 𝑑, 𝑑 ′ ∈ D to be compared
Output: List of differences Δ
1: 𝑑 ′ ← find(𝑑, 𝑑 ′)
2: if 𝑑 ′ is Null then
3: Δ← {(0, 0), (𝑛,𝑚)}
4: return Δ ⊲ Documents are very different
5: end if
6: 𝑑 ′ ← preprocess(𝑑 ′) ⊲ Lighting and contrast
7: Δ← ∅
8: Δ′ ← get_differences(𝑑,𝑑 ′)
9: while Δ ≠ Δ′ do
10: Δ← Δ′

11: Δ′ ← ∅
12: for 𝑟 ∈ Δ do
13: 𝜎 ← neighborhood(𝑟 )
14: 𝑧 ← find(𝑑 (𝜎), 𝑑 ′(𝜎))
15: if 𝑧 is Null then
16: 𝑧 ← 𝑑 ′(𝜎) ⊲ Region is different
17: end if
18: Δ′ ← Δ′ ∪ get_differences(𝑑 (𝜎), 𝑧)
19: end for
20: end while
21: return Δ′

3.2 Securing the Reference Document
Our forgery detection algorithm takes a reference image as input
and it is thus essential to ensure this image’s authenticity. We
refine the high-level architecture of Fig. 1 to highlight the various
components and the communication channels between them in
Fig 7. The key point of this construction is that documents printed
by issuers are time-stamped and have a signed QR on them that
includes both the URL and the hash of the original document’s
content; hence both are protected from modification and spoofing,
as well of all relevant parameters. Documents signed with a revoked
key are only authenticated by the app if the timestamp is older than
the revocation date.

We start by describing the setup assumptions and afterward the
component’s behaviours.

3.2.1 Setup assumptions. First, it is necessary to distribute keys
such that the parties involved can issue and verify documents. As
usual, we assume an issuer 𝐼 has generated a pair of asymmetric
keys (𝑘𝐼 , 𝐾𝐼 ), called issuer keys, and can sign digital documents
using its private key 𝑘𝐼 . Moreover, a time-stamping service has gen-
erated a key pair (𝑘𝑇𝑆 , 𝐾𝑇𝑆 ) of time-stamping keys used to provide
secure timestamps.

The end user app must possess the authentic public keys of the
issuer and the time-stamping service. There are various standard
ways how these public keys can be authentically distributed to end
users. First, as discussed in the example in the introduction, users
can download a legitimate app from a trustworthy app store, and
the app ships with the pinned public keys. Alternatively, public keys
can be scanned, in the form of a QR, at a public physical location
that is trusted by end users. For instance, if the issuer 𝐼 is a bank,
then it can have a QR code exhibited in its offices for users to scan.

Also, users can scan 𝐼 ’s public key in a QR code hosted on a secure
website provided by 𝐼 , as is sometimes done when enrolling for
software-based two factor authentication.

As indicated in Figure 7 we depict connections with the storage
service and time-stamping service are to be secured using TLS. This
also requires that these services have generated public-private key
pairs and the app has access to the respective public keys. These
public keys can also be pinned in the app, or the WebPKI can be
used. It is necessary however that an issuer authenticates itself
with the storage server to store documents and for this either a
client-side certificate can be used, or the issuer can be authenticated
over the TLS channel using a pre-distributed credential authKey
for this purpose. For simplicity of exposition we assume the latter
in our account below.

3.2.2 Role descriptions. We next describe the roles of the differ-
ent system components.

Issuer. To issue a new document 𝑑 , issuer 𝐼 first generates a
symmetric key 𝜅𝑑 for encryption. Afterwards it creates the QR
code 𝑞 to be printed together with document 𝔭 = 𝑝 (𝑑). The QR can
be placed either on the document’s bottom or on its backside. After
generating the QR code an adding it to 𝔭, the issuer deletes both
𝜅𝑑 and 𝑞.

The QR code contains the following data:
• A URL 𝑈 pointing to the encrypted reference document
𝐸 = 𝐸𝑛𝑐𝜅𝑑 (𝑑).

• A hash of the original document ℎ(𝑑).
• The symmetric key 𝜅𝑑 to decrypt 𝐸.
• (Optional) Fallback text 𝑇 describing the document for

offline verification.
• The values of 𝜏 , 𝛿 , 𝜙 , and 𝜎 for this document.
• A signature 𝑆 = 𝑆𝑖𝑔𝑛𝑘𝐼 (ℎ(𝑈 ,ℎ(𝑑), 𝜅𝑑 ,𝑇 , 𝜏, 𝛿, 𝜙, 𝜎)) produced

by the issuer.
• A secure timestamp 𝑡 of 𝑆
• The fingerprint of the issuer’s public key.

Here,𝑈 corresponds to the URL hosting 𝐸𝑛𝑐𝜅𝑑 (𝑑) in the storage
service component, with which 𝐼 can authenticate using authKey
and build a secure channel using the storage service’s TLS certificate.
The secure timestamp is a 3-tuple 𝑡 = ⟨𝑆, 𝑡𝑖𝑚𝑒, 𝑆𝑖𝑔𝑛𝑘𝑇𝑆

(𝑆, 𝑡𝑖𝑚𝑒)⟩,
consisting of the signature 𝑆 , the current time, and a signature with
𝑘𝑇𝑆 is obtained through a time-stamping service. 𝐼 shares the paper
document 𝔭 together with the QR 𝑞 with the end user.

Table 1 summarizes the storage requirements for the data en-
coded in the QR code, totaling 534 bytes (i.e. 1,068 hexadecimal
digits: 0–9, A–Z). This amount of data fits in a QR code that can be
easily scanned by ordinary smartphone cameras.

End user app. Upon receiving a document𝔭 containing a QR code
𝑞, the application running on the user’s smartphone looks up in its
local storage the corresponding public key 𝐾𝐼 using the fingerprint,
and then verifies the signature 𝑆 . It also verifies the content of the
timestamp 𝑡 using the public key 𝐾𝑇𝑆 of the time-stamping service.
It then checks whether the time used in the timestamp and the
issuer key used for signing the document 𝐾𝐼 are coherent with
respect to the Certificate Revocation List. That is, if the key was
revoked, whether the timestamp is older than the revocation date. If
so, the app then downloads the encrypted document 𝐸 establishing
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Figure 7: Component overview of SealClub.

a secure channel with URL 𝑈 (using the pinned key 𝐾𝑆 of the
storage service). It then decrypts 𝐸 with the symmetric key 𝜅𝑑 and
verifies the hash of the original document. If the hash verifies, 𝐸’s
plaintext is authentic and the app then passes the plaintext to the
forgery detection algorithm described in Section 3.1. Alternatively,
if internet connectivity is not available, the app can display the text
𝑇 to the user and perform an Optical Character Recognition (OCR)
on the document as a fallback mechanism.

Storage service. The storage service publicly hosts encrypted
documents that can only be uploaded by the issuer. For this, issuers
must register with the storage service setting up a shared credential
authKey to authenticate subsequent uploads.

Time-stamping service. The time-stamping service receives a
signature 𝑆 from the issuer to be used in the QR generation, and
computes a secure timestamp triple 𝑡 = ⟨𝑆, 𝑡𝑖𝑚𝑒, 𝑆𝑖𝑔𝑛𝑘𝑇𝑆

(𝑆, 𝑡𝑖𝑚𝑒)⟩.
Anyone possessing the public key 𝐾𝑇𝑆 can verify that 𝑆 was pro-
duced at time 𝑡𝑖𝑚𝑒 .

3.2.3 Revocation. An issuer’s private key can be compromised,
in which case documents subsequently signed with this key should
no longer be considered authentic. Revoked keys are stored, to-
gether with the time of revocation, in a publicly accessible Certifi-
cate Revocation List (CRL). This CRL is maintained by a trusted
entity, which could be for example the issuer, the storage service
provider, or a national certificate authority. The replacement of the
revoked keys can be done on the app update.

In our context, if an issuer’s private key were revoked, it is de-
sirable that documents that were issued pre-compromise should
be trusted and verifiable in order to avoid the necessity of reissu-
ing them. This property, called non-repudiation of origin, can be
achieved using secure timestamps [5, 45], which are provided by the
time-stamping service. If the private key of the time-stamping ser-
vice is also compromised, then non-repudiation cannot be achieved [5].
However in Section 4 we will discuss how our system storage ser-
vice provides a last line of defense against this threat.

3.2.4 Document Privacy. In SealClub, the original digital doc-
uments should be available online for end users to verify printed

Element
Max. length

Using
(bytes)

𝑈 100 100-char URL
ℎ(𝑑) 32 SHA 256
𝜅𝑑 32 256-bit AES key
𝑇 200 200-char text

𝜏 , 𝛿 , and 𝜙 3 × 2 = 6 2-byte integers
𝜎 2 × 2 = 4 2-byte integers
𝑆 64 256-bit ECDSA signature

𝐾𝐼 ’s fingerprint 32 SHA 256
𝑡𝑖𝑚𝑒 4 4 byte timestamp
𝑆 ′ 64 256-bit ECDSA signature

Total 538

Table 1: Estimated maximum lengths of the elements to be
included in the QR code. All characters in 𝑈 and 𝑇 are as-
sumed to be single-byte encodable using UTF-8 encoding.

documents. Given that this poses the risk of a data breach, we store
those copies encrypted with a uniformly random symmetric key
𝜅𝑑 , unique for each document 𝑑 . As discussed above, this key, gen-
erated by the document issuer, is stored in the printed document’s
QR code, and then deleted after printing. Only users in possession
of the printed document or copies thereof can decrypt the original
document stored in the storage cloud.

4 SECURITY ANALYSIS
In this section we analyze our solution’s security guarantees. We
examine the two main building blocks of SealClub and, for each of
them, describe how our system defends against different (potential)
attacks which follow from the threat model described in Section 2.2.
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4.1 Security of the Image Comparison
Algorithm

It is challenging to mathematically describe all possible uncon-
trolled scenarios for smartphone videos. In the following, we ex-
plain why our algorithm will detect forgeries in realistic situations.
For this analysis, we assume that two digital documents are input
to our image comparison algorithm: a frame in the video of the doc-
ument received by the user and a reference image of the (original)
document.

Let𝑑 be an original document and let𝔭 be a document containing
a forgery 𝛼 . By the definition of forgery, the size of 𝛼 is |𝛼 | > 𝜏 .
Without loss of generality, let |𝛼 | < |𝜎 | (the argument is similar
otherwise). Let 𝑑 ′ be the (potentially distorted) picture of 𝔭 and
assume that the output of Algorithm 1 does not contain 𝛼 . There
are two cases when this can happen: (a) 𝛼 was not detected in the
first global difference calculation (line 8), and thus the algorithm
never enters the loop (line 9) or (b) 𝛼 is found initially, but in some
round 𝑘 it is deleted from Δ.

Case (a). In this case, sufficiently many characteristic points
of 𝑑 were detected in 𝑑 ′ and thus a homography was found, as
otherwise the algorithm would have returned Δ = {(0, 0), (𝑛,𝑚)},
which trivially contains 𝛼 . If 𝛼 is not contained by any rectangle in
the first estimation of Δ then the difference map of 𝑑 and 𝑑 ′ does
not contain a connected set larger than 𝜏 in a vicinity of 𝛼 . This
could arise in practice due to extreme lighting conditions. However
this would likely also affect other parts of the document thus raising
many other differences, suggesting to human users that the picture
should be retaken. The effects of folding would also impact other
areas of the document given that paper is non-stretchable, making
it unlikely that a given forgery is invisible to the algorithm while
keeping the differences in the rest of the document below the 𝜏
threshold in the difference map.

Case (b). In this case, assume 𝛼 is contained in some rectangle
𝑟𝑖 in Δ in the first round of Algorithm 1. When recomputing a
homography in the vicinity 𝜎 of 𝑟𝑖 , two cases are possible. First,
a homography is found, corresponding to 𝑑 (𝜎). In this case, this
homography will at most rotate 𝑑 ′(𝜎) by an angle 𝜙 and adjust the
perspective slightly. These operations will approximately preserve
the area |𝛼 |. Rotation preserves the area of contours in a region
while perspective adjustment could slightly increase or decrease
the view of 𝛼 in 𝑑 ′. However, local approximations will look more
similar to the original (flat) subregion and thus in general 𝛼 will
look closer to a perfect scan (where |𝛼 | > 𝜏). When recomputing
the difference, 𝛼 will thus be still present in Δ for the next round. A
second possibility is that no homography can be found that is good
enough. In this case, 𝑑 (𝜎) will be compared against 𝑑 ′(𝜎), which
implies the original 𝑟𝑖 will be found again and passed along to the
next round in Δ.

This argument can be applied inductively to show that 𝛼 will be
contained by some 𝑟𝑖 in the fixed point. An exception would be a
homography that would shrink the area of 𝛼 below 𝜏 . Given that
|𝛼 | > 𝜏 in a perfect scan of𝔭, this means that the whole region𝑑 ′(𝜎)
is transformed incorrectly, which implies other visible elements in
𝜎 do not preserve their shape and are likely to cause noticeable (i.e.
bigger than 𝜏) differences.

In practice, it is important to choose 𝜎 and 𝜙 so that the family
of equivalent scans does not alter the document semantics. For in-
stance, choosing 𝜙 = 𝜋/2 could accept semantics altering forgeries,
such as an inverted chart, whereas 𝜙 = 𝜋/20 is less likely to do so.2

From single frames to video As discussed in Section 2, the verdict
on a document video will be reached once 𝑘 consecutive individual
frame analyses reach the same verdict. Following the security anal-
ysis of the image comparison algorithm for individual frames, the
final video verdict will contain all forgeries detected consistently
in 𝑘 consecutive frames. This lowers the likelihood of missing forg-
eries due to random lighting or focus anomalies, and otherwise
preserves the security argument for individual frames.

4.2 Security of the Reference Document
We next discuss the security guarantees that our system provides.
We start by formalizing SealClub’s main security goal.

Definition 4.1 (Document Origin Authentication). For every issuer
𝐼 with private key 𝑘𝐼 and public key 𝐾𝐼 , all byte-strings 𝑈 ,𝜅,𝑇 , 𝑡 ,
and all 𝜏, 𝛿, 𝜙, 𝜎 ∈ N, and all 𝑑, 𝑑 ′ ∈ D such that:

• 𝑑 ′ and 𝑑 are (𝜏, 𝛿, 𝜙, 𝜎)-similar,
• 𝑑 ′ contains the signature 𝑆𝑖𝑔𝑛𝑘𝐼 (ℎ(𝑈 ,ℎ(𝑑), 𝜅,𝑇 , 𝜏, 𝛿, 𝜙, 𝜎))

in its QR code,
• {𝑑}𝜅 is hosted at the URL𝑈 ,
• If 𝐾𝐼 has been revoked, then the timestamp 𝑡 corresponds

to 𝑆 and to a time older than the revocation timestamp in
the CRL.

it holds that either 𝑑 ′ is a picture of a document issued by 𝐼 , or both
the private key of the issuer 𝑘𝐼 and the server hosting {𝑑}𝜅 at 𝑈
have been compromised.

We have produced a formal, computer-checked proof that prop-
erty 4.1 holds for our design, with respect to our attacker model,
using the Tamarin model-checking tool [27]. Tamarin is a sym-
bolic model-checker for security protocols and we use it to model
the actions and interactions between different system components,
including the attacker compromising them and learning their asso-
ciated keys.

Following our attacker model, we model the physical channel
between issuers and end users as an insecure channel, where tam-
pering and spoofing of the document or the QR code can occur. We
also model key 𝑘𝐼 compromise and revocation, which corresponds
to the adversary gaining control of the issuer’s long term secret.
The compromise of the storage service means that attackers can
upload and replace arbitrary documents on this service. Note that
we do not model the compromise of the end user app; if this were
compromised then the game is over as an attacker could falsely
authenticate any document.

Tamarin produces a proof of this property automatically under
one second on a commodity laptop. Intuitively this property holds
because there is a kind of defense in depth where individual com-
promises are insufficient. For example, compromising the issuer’s
private key 𝑘𝐼 is not sufficient to forge a document, since if no cor-
responding digital version is stored on the storage service, the app

2Unless perfect angles are crucial for the document in question, for instance in a
building plan. In that case flatbed scans would be a better acquisition technique.
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will not be able to carry out the authentication. Moreover, compro-
mising the storage service and only uploading a forged document
without generating a valid QR with the key 𝑘𝐼 will be detected by
the app when verifying the signature 𝑆 . Finally, if we consider the
compromise of the the timestamping service, which is equivalent
to ignoring the timestamp coherence check in the model, our ap-
proach is secure unless the attacker additionally compromises both
the issuers key 𝑘𝐼 and the storage service. This result validates our
design in the presence of strong adversaries who can compromise
some, but not all, of the system components.

We provide next an additional intuition on potential attack vec-
tors and describe how they are prevented by our system design.

Attacker forges QR and redirects to its own URL. This attack is
detected by the system if there is no matching trusted public key 𝐾𝐼
for the legitimate issuer 𝐼 that can verify the signature 𝑆 . This attack
will only succeed if the attacker can obtain a digital signature for
a trusted (i.e. not revoked) public key 𝐾𝐼 as well as compromising
the storage service before 𝐾𝐼 is added to the Certificate Revocation
List.

Attacker replaces reference document in storage service. Assume
an attacker manages to compromise the storage service and replaces
the (encrypted) reference document 𝐸𝑛𝑐𝜅𝑑 (𝑑), pointed to by 𝑈 ,
by some other version 𝐸𝑛𝑐𝜅′

𝑑
(𝑑 ′). This attack will fail unless the

attacker can generate a valid QR code matching the new 𝜅 ′
𝑑
and

the new document hash ℎ(𝑑 ′), for which they would also need to
compromised the issuer’s key 𝑘𝐼 .

Other attacks. As explained previously, we assume during setup
that public keys are distributed authentically. Concretely, consider
the bank issuer example in the introduction. In this setting, users
have a legitimate app installed on their phones with an authentic
issuer’s public key pinned. As a result, phishing attacks in the form
of a malicious app are not possible because the app is delivered to
users using trusted channels according to our system model.

5 EVALUATION
In this section we evaluate of our forgery detection algorithm,
which is at the core of our approach. To do so, we implemented
Algorithm 1 in Python using the OpenCV library.We implement tra-
ditional preprocessing techniques to remove shadows and improve
content contrast, such as adaptive thresholding.

Dataset. We evaluate our prototype’s performance on a set of
128 videos taken from 32 printed documents with 4 different smart-
phones, including 2 Android (Xiaomi redmi note 8 and 11) and 2
iOS devices (iPhone 6s and 12pro). Each video has a duration of ap-
proximately 5 seconds. Videos were taken under different lighting
conditions and printed documents were either unfolded or previ-
ously folded in halves or thirds. Figure 8 illustrates examples of
4 templates used for the document generation. For each of these
document classes, there are 4 legitimate documents with different
contents, dates, and signatures. For each of the 16 legitimate docu-
ment, we produce a forgery, ranging from very subtle (e.g. a minus
sign before a number or altering one digit in a date) to relatively
noticeable (e.g. removing a sentence or changing the name of the
signing individual).

Parameters. Before analysing the videos of the printed docu-
ments, for each document class we pick a value for 𝛿 and 𝜏 such
that the digital versions of the 4 forgeries in this class are correctly
detected by the algorithm. This yields slightly different but similar
values for all classes, which is explained by the fact that they have
different font types, sizes, and character sets. The values of 𝜏 range
from 10 to 20 pixels, which is about half the size of a comma in the
reference document resolution (1700px × 2200px). The value of 𝛿
is the same for all documents at 0.35.

We set 𝜎 to be the same for all documents at 80px × 80px and for
efficiency’s sake we only perform two refinement rounds instead
of computing a fixed point. Empirically we observe that additional
rounds do not significantly improve the analysis for our dataset.
We set 𝜙 = 30◦.

Results. Our analysis annotates a total of 100 regions as potential
forgeries. These correspond exactly to all forgeries in the documents
used for the evaluation. That is, for each rectangle containing a
forgery in the ground truth, our method finds a rectangle that non-
trivially intersects it. This intersection is on average 99% of the area
of the ground truth rectangle. The average size of the rectangles in
the ground truth is 0.25% of the total document area, whereas the
area of the estimated rectangle by the algorithm is on average 0.94%
(i.e. less than 1% ). This ∼ 0.7% difference in area sizes is because, to
improve usability, we augment difference rectangles to merge those
rectangles that are very close to each other into a single rectangle.

False alarms could arise when there are misaligments with re-
spect to the original documents that could not be resolved by our
iterative technique, for instance because no good homography was
found for that document region. Although sporadic false alarms
occur in some frames of our videos, the convergence analysis for
𝑘 = 3 prevents them from occurring in the final reported result.

Figure 9 shows a paper document and an original document
together with the automatically added annotations. The running
time of the individual frame analysis ranged from 0.5 to 1 second,
depending on the number of initially estimated differences in the
algorithm’s first round. For our evaluation, we perform an offline
analysis at a rate of 4 frames per second. The rationale behind
this sampling rate is that successive images should be sufficiently
distinct but the analysis should converge as fast as possible. The con-
vergence analysis reaches a decision on average after 5.13 frames
(standard deviation 3.66), which corresponds to 1.28 seconds of
video.

The results of this evaluation show that our algorithm is accurate
enough to assist human users in identifying forgeries. Namely,
it detects and annotates all forgeries, the false alarms are very
rare and the annotations are meaningful to end users who can
then manually check these rare cases. No false alarms arose in our
evaluation, however sporadic false alarms appeared on individual
frames, which were corrected by the frame coherence analysis.

Our evaluation has some limitations. First, the number of devices
and pictures taken, although providing evidence for the generaliz-
ability of the approach, can still be enlarged to cover more scenarios.
Videos in our evaluationwere realistic in that we experimentedwith
various lighting conditions and documents were folded. However,
in practice, users may produce videos under even more challenging
conditions, which would potentially produce more false alarms
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Figure 8: Four document types: a business letter, a quarterly result letter, a business letter in Japanese, and a medical prescrip-
tion.

Figure 9: Example analysis outcome of the algorithm on document containing forgery.

(due to shadows, lack of focus, stains etc.). Thus, a comprehensive
user study where participants are asked to take their own videos
on their devices should be designed and carried out; this is left for
future work.

6 RELATEDWORK
The idea of extending paper documents with characteristics that can
facilitate digital cryptographic authentication has been discussed
by Eldefrawy et al. [12], Wang et al. [42], and Li et al. [24]. In
contrast to these works, our solution considers both off-line and
on-line techniques, provides an algorithm for automatic image
comparison, and gives a detailed analysis of the security guarantees
of the approach.

In the following we describe and compare against other ap-
proaches that are related to the building blocks used in SealClub.

OCR-based authentication. An alternative is to relay directly on
optical character recognition (OCR) and compare character streams.
Unfortunately, OCR also has accuracy issues [23] (stemming from
problems similar to those addressed in this work, such as lighting,
foldings and overall picture quality). Moreover, OCR suffers from
several drawbacks compared to our approach. OCR assumes known
character sets upon which it is trained, whereas our forgery detec-
tion method is more general. For instance we can detect differences
in new alphabets or character fonts. Moreover, we can also account
for pictures and characters’ positions, both of which are relevant
for the document’s semantics.

Ambadiyil et al. [1] present an approach that can be verified
using OCR technology by hashing critical parts of a document and
other random segments of text. Our approach is however more
general as it can detect forgeries throughout the document and
critically on its non-textual parts.
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Machine-learning based approaches. The researchmost closely re-
lated to our image comparison technique is [2]. This work compares
scanned administrative documents and highlights visual differences
to detect forgeries. Two fundamental differences with our approach
are that their approach is tailored for textual documents, whereas
ours is more general, and that they rely on high quality flatbed
scans. Works such as Kim et al. [22] use machine learning to char-
acterize differences between documents with a focus on purely
textual (digital) documents and version managing.

It is challenging to attain generalizability of a deep neural net-
work trained on a dataset containing authentic documents and
forgeries to achieve a reliable image comparison algorithm, given
that one may not consider all possible interesting forgeries or types
of authentic documents. Moreover, one would have to take into
account adversarial attacks against such solutions, which is still a
topic of ongoing research. In our setting, we can mathematically
characterize attacks and thus provide precise accuracy guarantees.
However, situations may arise that are difficult to handle by our
algorithm, such as attacks close to the size of 𝛿 or the intensity
threshold 𝜏 , together with particular lighting conditions. Our eval-
uation shows that our algorithm supports choices of parameters
that make such attacks difficult, given that the size (smaller than
a comma) and intensity (similar to shadows) would make them
unlikely to impact a document’s semantics.

Other forgery detection approaches. Van Beusekom et al. [41] pro-
pose a technique that creates signatures out of known authentic
documents. This technique can detect forgeries where attackers
scan and reprint original documents, since in this process distor-
tions of known authentic subregions of the document tend to occur.
This approach however would not detect sophisticated forgeries
that, for instance, simply add a comma to an authentic document.

Similarly, the work of Picard et al. [32] on copy detection pat-
terns raises the bar against forgery under the assumption that
copying/reprinting variants of an original document also degrades
their quality. Although this technique can detect some forgeries, it
cannot pinpoint the specific regions that have been tampered with
and its security guarantees are unclear [21].

QR extensions for authenticating paper documents. The Federal
Office for Information Security in Germany has proposed colored
QR codes with the goal of extending their storage capacity and
has used them in physical document authentication [16]. Similarly,
Yang et. al. [44] propose high capacity QR codes. In theory these
approaches can encode several KBs of data in a single QR. However,
our experiments with open source implementations only allowed
us to reliably encode at most 2KB. If technology in smartphones
(i.e. camera resolution) improves in the future, our technique could
be adapted to work fully offline.

Document dewarping. Document dewarping research [36, 38] is
related but orthogonal because it does not assume knowledge of
ground truth (the authentic image). Often the goal of document
dewarping is to improve OCR. In contrast, our goal is more general
since forgeries could also happen in graphics like charts, signatures,
and other images that cannot be parsed using OCR.

Alternative image similarity functions. It is possible to instantiate
our image comparison approach with alternative image similar-
ity functions, such as the structural similarity index (SSIM, [43]).
SSIM was designed to measure visible differences between vari-
ous versions of an image to judge, for instance, how much would
noise generated by a compression process affect the quality of a
picture from a human user’s point of view. We have preliminary
experiments with SSIM in the context of document authentication,
and although it offers advantages for reducing false positives, it
poses challenges for forgeries that overlap content present in the
original image. Moreover, we found that the absolute difference
map provides a more intuitive explanation of such forgeries from a
security point of view in the context of document forgery.

Image change detection algorithms. Algorithms have also been
proposed for image change detection [33]. Such algorithms are
useful to detect changes in the same scene, for example in the con-
text of video surveillance (where new persons or objects enter the
scene). There is however a fundamental difference with respect to
our problem setting: although in principle the authentic document
is a “scene” , it constitutes only one frame and (substantial) differ-
ences in the to-be-verified video will be typically introduced by
paper foldings, lighting conditions, and adversarial changes. Thus,
for both security and accuracy reasons, we found it preferrable to
develop an approach exploiting the characteristics of our problem
setting (natural non-adversarial foldings and simple shadow pre-
processing). We leave a detailed comparison with image change
detection algorithms as interesting future work.

Non-repudation and revocation. It is well known that key revo-
cation is problematic for non-repudation in the context of digital
signatures [5]. Resolving this tension requires additional mecha-
nisms such as secure timestamping [45] or forward secure signature
schemes [4, 5]. In SealClub, we have used secure timestamps to
verify the chronological order of events, thus avoiding the necessity
of repudiating all documents signed prior to a key being revoked
due to compromise. Commercial services such as [37] provide simi-
lar time-stamping guarantees. In our setting, a malicious storage
administrator can delete the reference image corresponding to a
given issued document, thus de-facto repudiating it. A decentralized
storage solution would mitigate this threat, but its formal treatment
is left for future work.

In sum, to the best of our knowledge, we are the first to propose
a comprehensive approach to automatically verify the authenticity
of rich paper documents with the help of smartphones by using
image comparison and cryptography.

7 CONCLUSIONS
We have presented SealClub, a novel approach that uses crypto-
graphic and image comparison techniques to authenticate rich
paper documents containing both text and graphics. Our solution
provides rigorous security guarantees which are verified formally.
A preliminary evaluation of SealClub shows that it significantly
raises the bar against forgery in challenging scenarios. In the future,
we plan to perform a large-scale user study to further suppport our
claims and gain more insights regarding its usability.

12



ACKNOWLEDGEMENTS
We thank the Werner Siemens-Stiftung for their generous support
of this project, under the Centre for Cyber Trust.

REFERENCES
[1] Sajan Ambadiyil, V B Vibhath, and V. P. Mahadevan Pillai. 2016. Perfor-

mance analysis and security dependence of on paper digital signature us-
ing random and critical content. In 2016 International Conference on Signal
Processing, Communication, Power and Embedded System (SCOPES). 722–725.
https://doi.org/10.1109/SCOPES.2016.7955534

[2] Elena Andreeva, Vladimir V Arlazarov, Oleg Slavin, and Aleksey Mishev. 2020.
Comparison of scanned administrative document images. In Twelfth International
Conference on Machine Vision (ICMV 2019), Vol. 11433. International Society for
Optics and Photonics, 114333A.

[3] BBC news. 2021. ‘Staggering’ trade in fake degrees revealed. https://www.bbc.
com/news/uk-42579634. (2021). Online; accessed December 13 2021.

[4] Mihir Bellare and Sara K Miner. 1999. A forward-secure digital signature scheme.
In Annual international cryptology conference. Springer, 431–448.

[5] Johannes Braun, Franziskus Kiefer, and Andreas Hülsing. 2013. Revocation
and non-repudiation: when the first destroys the latter. In European Public Key
Infrastructure Workshop. Springer, 31–46.

[6] Anirban Chakraborty, Manaar Alam, Vishal Dey, Anupam Chattopadhyay, and
Debdeep Mukhopadhyay. 2021. A survey on adversarial attacks and defences.
CAAI Transactions on Intelligence Technology 6, 1 (2021), 25–45.

[7] Lu Chen, Jiao Sun, and Wei Xu. 2021. FAWA: Fast Adversarial Watermark Attack
on Optical Character Recognition (OCR) Systems. In Machine Learning and
Knowledge Discovery in Databases, Frank Hutter, Kristian Kersting, Jefrey Lijffijt,
and Isabel Valera (Eds.). Springer International Publishing, Cham, 547–563.

[8] Virginia Clinton. 2019. Reading from paper compared to screens: A
systematic review and meta-analysis. Journal of Research in Read-
ing 42, 2 (2019), 288–325. https://doi.org/10.1111/1467-9817.12269
arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/1467-9817.12269

[9] Cyberscoop. 2021. Wyden bill would require digital signatures for sensitive
court orders. https://www.cyberscoop.com/digital-signature-wyden-forgery-
encryption/. (2021). Online; accessed April 20 2022.

[10] Pablo Delgado, Cristina Vargas, Rakefet Ackerman, and Ladislao Salmerón. 2018.
Don’t throw away your printed books: A meta-analysis on the effects of reading
media on reading comprehension. Educational Research Review 25 (2018), 23–38.
https://doi.org/10.1016/j.edurev.2018.09.003

[11] Digital synopsis . 2017. 10 Hilarious Examples Of How Punctuation Makes a Big
Difference . https://digitalsynopsis.com/tools/punctuation-marks-importance-
rules-usage/. (2017). Online; accessed December 17 2021.

[12] Mohamed Hamdy Eldefrawy, Khaled Alghathbar, and Muhammad Khurram
Khan. 2012. Hardcopy document authentication based on public key encryption
and 2D barcodes. In 2012 International Symposium on Biometrics and Security
Technologies. IEEE, 77–81.

[13] Erica Johnson for CBC.ca. 2017. Document forgery in finan-
cial industry more common than you’d think, past employees say.
https://www.cbc.ca/news/business/financial-industry-employees-forge-
documents-more-often-than-you-d-think-1.4138212. (2017). Online; accessed
December 17 2021.

[14] Europol. 2021. Forgery of Administrative Documents and Trafficking
therein. https://www.europol.europa.eu/crime-areas-and-statistics/crime-areas/
forgery-of-administrative-documents-and-trafficking-therein. (2021). Online;
accessed December 17 2021.

[15] Federal Criminal Police Office (BKA), Germany. 2021. PKS 2020 - Zeitrei-
hen. https://www.bka.de/DE/AktuelleInformationen/StatistikenLagebilder/
PolizeilicheKriminalstatistik/PKS2020/PKSTabellen/Zeitreihen/zeitreihen_
node.html. (2021). Online; accessed December 23 2021.

[16] Federal Office for Information Security, Germany . 2021. BSI TR-03137 Optically
Verifiable Cryptographic Protection of non-electronic Documents (Digital Seal)
. https://www.bsi.bund.de/EN/Service-Navi/Publications/TechnicalGuidelines/
TR03137/BSITR03137.html. (2021). Online; accessed December 23 2021.

[17] A Geetha Kiran and S Murali. 2013. Automatic rectification of perspective
distortion from a single image using plane homography. Int. J. of Computational
Sciences & Applications 3, 5 (2013), 47–58.

[18] Hague Conference on Private International Law . 2017. Brazil and the Apos-
tille Convention . https://www.hcch.net/en/news-archive/details/?varevent=514.
(2017). Online; accessed December 17 2021.

[19] Hindustan Times. 2017. University of Mumbai degrees will now
come with QR codes. https://www.hindustantimes.com/mumbai-
news/university-of-mumbai-degrees-will-now-come-with-qr-codes/story-
z2YXnXi1UN2Z1OdWpn3QlJ.html. (2017). Online; accessed December 17 2021.

[20] John Brandon for CIO.com. 2016. Why paper still rules the enterprise. https:
//www.cio.com/article/243155/why-paper-still-rules-the-enterprise.html. (2016).

Online; accessed December 16 2021.
[21] Elyes Khermaza, Iuliia Tkachenko, and Justin Picard. 2021. Can Copy Detection

Patterns be copied? Evaluating the performance of attacks and highlighting the
role of the detector. In 2021 IEEE International Workshop on Information Forensics
and Security (WIFS). 1–6. https://doi.org/10.1109/WIFS53200.2021.9648384

[22] Noo-ri Kim, YunSeok Choi, HyunSoo Lee, Jae-Young Choi, Suntae Kim, Jeong-
Ah Kim, Youngwha Cho, and Jee-Hyong Lee. 2018. Detection of document
modification based on deep neural networks. Journal of Ambient Intelligence and
Humanized Computing 9, 4 (2018), 1089–1096.

[23] Ankit Lat and CV Jawahar. 2018. Enhancing OCR accuracy with super resolution.
In 2018 24th International Conference on Pattern Recognition (ICPR). IEEE, 3162–
3167.

[24] Chak Man Li, Pili Hu, and Wing Cheong Lau. 2015. Authpaper: Protecting
paper-based documents and credentials using authenticated 2D barcodes. In 2015
IEEE International Conference on Communications (ICC). IEEE, 7400–7406.

[25] Jian Liang, Daniel DeMenthon, and David Doermann. 2008. Geometric Recti-
fication of Camera-Captured Document Images. IEEE Transactions on Pattern
Analysis and Machine Intelligence 30, 4 (2008), 591–605. https://doi.org/10.1109/
TPAMI.2007.70724

[26] David G Lowe. 2004. Distinctive image features from scale-invariant keypoints.
International journal of computer vision 60, 2 (2004), 91–110.

[27] Simon Meier, Benedikt Schmidt, Cas Cremers, and David A. Basin. 2013. The
TAMARIN Prover for the Symbolic Analysis of Security Protocols. In Computer
Aided Verification - 25th International Conference, CAV 2013, Saint Petersburg,
Russia, July 13-19, 2013. Proceedings. 696–701. https://doi.org/10.1007/978-3-642-
39799-8_48

[28] Marius Muja and David G Lowe. 2009. Fast approximate nearest neighbors with
automatic algorithm configuration. VISAPP (1) 2, 331-340 (2009), 2.

[29] National Institute of Standards and Technology. 2021. Digital Signature Standard
(DSS) . https://csrc.nist.gov/publications/detail/fips/186/4/final. (2021). Online;
accessed April 4 2022.

[30] Kenton O’Hara and Abigail Sellen. 1997. A Comparison of Reading Paper and
On-Line Documents. In Proceedings of the ACM SIGCHI Conference on Human
Factors in Computing Systems (CHI ’97). Association for Computing Machinery,
New York, NY, USA, 335–342. https://doi.org/10.1145/258549.258787

[31] OpenCV. 2021. Feature Matching + Homography to find Objects . https://docs.
opencv.org/4.x/d1/de0/tutorial_py_feature_homography.html. (2021). Online;
accessed April 24 2022.

[32] Justin Picard. 2004. Digital authentication with copy-detection patterns. In
Optical Security and Counterfeit Deterrence Techniques V, Vol. 5310. International
Society for Optics and Photonics, 176–183.

[33] Richard J Radke, Srinivas Andra, Omar Al-Kofahi, and Badrinath Roysam. 2005.
Image change detection algorithms: a systematic survey. IEEE transactions on
image processing 14, 3 (2005), 294–307.

[34] Ethan Rublee, Vincent Rabaud, Kurt Konolige, and Gary Bradski. 2011. ORB:
An efficient alternative to SIFT or SURF. In 2011 International Conference on
Computer Vision. 2564–2571. https://doi.org/10.1109/ICCV.2011.6126544

[35] Sen. RonWyden. 2021. Wyden, Tillis andWhitehouse Introduce Bipartisan Bill To
Combat Counterfeit Court Orders. https://www.wyden.senate.gov/news/press-
releases/wyden-tillis-and-whitehouse-introduce-bipartisan-bill-to-combat-
counterfeit-court-orders. (2021). Online; accessed April 24 2022.

[36] Nikolaos Stamatopoulos, Basilis Gatos, Ioannis Pratikakis, and Stavros J Peranto-
nis. 2008. A two-step dewarping of camera document images. In 2008 The Eighth
IAPR International Workshop on Document Analysis Systems. IEEE, 209–216.

[37] Surety. 2021. Provable Electronic Record Integrity, Authenticity, and Ownership.
http://www.surety.com/digital-copyright-protection. (2021). Online; accessed
April 20 2022.

[38] Adrian Ulges, Christoph H Lampert, and Thomas M Breuel. 2005. Document
image dewarping using robust estimation of curled text lines. In Eighth Inter-
national Conference on Document Analysis and Recognition (ICDAR’05). IEEE,
1001–1005.

[39] University of Freiburg, Switzerland. 2020. Verification of the degree conferred.
https://www.unifr.ch/studies/en/diploma/verification.html. (2020). Online; ac-
cessed December 17 2021.

[40] US postal service. 2020. A decade of facts and figures. https://facts.usps.com/table-
facts/. (2020). Online; accessed December 16 2021.

[41] Joost Van Beusekom, Faisal Shafait, and ThomasM Breuel. 2008. Document signa-
ture using intrinsic features for counterfeit detection. In International Workshop
on Computational Forensics. Springer, 47–57.

[42] Pengcheng Wang, Xue Yu, Shuai Chen, Padmaja Duggisetty, Shuo Guo, and
Tilman Wolf. 2015. CryptoPaper: Digital information security for physical docu-
ments. In Proceedings of the 30th Annual ACM Symposium on Applied Computing.
2157–2164.

[43] Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P Simoncelli. 2004. Image
quality assessment: from error visibility to structural similarity. IEEE transactions
on image processing 13, 4 (2004), 600–612.

13

https://doi.org/10.1109/SCOPES.2016.7955534
https://www.bbc.com/news/uk-42579634
https://www.bbc.com/news/uk-42579634
https://doi.org/10.1111/1467-9817.12269
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1111/1467-9817.12269
https://www.cyberscoop.com/digital-signature-wyden-forgery-encryption/
https://www.cyberscoop.com/digital-signature-wyden-forgery-encryption/
https://doi.org/10.1016/j.edurev.2018.09.003
 https://digitalsynopsis.com/tools/punctuation-marks-importance-rules-usage/ 
 https://digitalsynopsis.com/tools/punctuation-marks-importance-rules-usage/ 
 https://www.cbc.ca/news/business/financial-industry-employees-forge-documents-more-often-than-you-d-think-1.4138212 
 https://www.cbc.ca/news/business/financial-industry-employees-forge-documents-more-often-than-you-d-think-1.4138212 
 https://www.europol.europa.eu/crime-areas-and-statistics/crime-areas/forgery-of-administrative-documents-and-trafficking-therein 
 https://www.europol.europa.eu/crime-areas-and-statistics/crime-areas/forgery-of-administrative-documents-and-trafficking-therein 
 https://www.bka.de/DE/AktuelleInformationen/StatistikenLagebilder/PolizeilicheKriminalstatistik/PKS2020/PKSTabellen/Zeitreihen/zeitreihen_node.html 
 https://www.bka.de/DE/AktuelleInformationen/StatistikenLagebilder/PolizeilicheKriminalstatistik/PKS2020/PKSTabellen/Zeitreihen/zeitreihen_node.html 
 https://www.bka.de/DE/AktuelleInformationen/StatistikenLagebilder/PolizeilicheKriminalstatistik/PKS2020/PKSTabellen/Zeitreihen/zeitreihen_node.html 
 https://www.bsi.bund.de/EN/Service-Navi/Publications/TechnicalGuidelines/TR03137/BSITR03137.html 
 https://www.bsi.bund.de/EN/Service-Navi/Publications/TechnicalGuidelines/TR03137/BSITR03137.html 
 https://www.hcch.net/en/news-archive/details/?varevent=514 
 https://www.hindustantimes.com/mumbai-news/university-of-mumbai-degrees-will-now-come-with-qr-codes/story-z2YXnXi1UN2Z1OdWpn3QlJ.html 
 https://www.hindustantimes.com/mumbai-news/university-of-mumbai-degrees-will-now-come-with-qr-codes/story-z2YXnXi1UN2Z1OdWpn3QlJ.html 
 https://www.hindustantimes.com/mumbai-news/university-of-mumbai-degrees-will-now-come-with-qr-codes/story-z2YXnXi1UN2Z1OdWpn3QlJ.html 
https://www.cio.com/article/243155/why-paper-still-rules-the-enterprise.html 
https://www.cio.com/article/243155/why-paper-still-rules-the-enterprise.html 
https://doi.org/10.1109/WIFS53200.2021.9648384
https://doi.org/10.1109/TPAMI.2007.70724
https://doi.org/10.1109/TPAMI.2007.70724
https://doi.org/10.1007/978-3-642-39799-8_48
https://doi.org/10.1007/978-3-642-39799-8_48
 https://csrc.nist.gov/publications/detail/fips/186/4/final 
https://doi.org/10.1145/258549.258787
 https://docs.opencv.org/4.x/d1/de0/tutorial_py_feature_homography.html 
 https://docs.opencv.org/4.x/d1/de0/tutorial_py_feature_homography.html 
https://doi.org/10.1109/ICCV.2011.6126544
https://www.wyden.senate.gov/news/press-releases/wyden-tillis-and-whitehouse-introduce-bipartisan-bill-to-combat-counterfeit-court-orders
https://www.wyden.senate.gov/news/press-releases/wyden-tillis-and-whitehouse-introduce-bipartisan-bill-to-combat-counterfeit-court-orders
https://www.wyden.senate.gov/news/press-releases/wyden-tillis-and-whitehouse-introduce-bipartisan-bill-to-combat-counterfeit-court-orders
 http://www.surety.com/digital-copyright-protection
 https://www.unifr.ch/studies/en/diploma/verification.html 
https://facts.usps.com/table-facts/ 
https://facts.usps.com/table-facts/ 


[44] Zhibo Yang, Huanle Xu, Jianyuan Deng, Chen Change Loy, and Wing Cheong
Lau. 2018. Robust and fast decoding of high-capacity color QR codes for mobile
applications. IEEE Transactions on Image Processing 27, 12 (2018), 6093–6108.

[45] Jianying Zhou and Kwok-Yan Lam. 1999. Securing digital signatures for non-
repudiation. Computer Communications 22, 8 (1999), 710–716.

14


	1 Introduction
	2 Preliminaries
	2.1 Requirements
	2.2 System and Attacker Model
	2.3 Video processing
	2.4 Strict Forgery Detection

	3 SealClub Design
	3.1 Image Comparison Algorithm
	3.2 Securing the Reference Document

	4 Security Analysis
	4.1 Security of the Image Comparison Algorithm
	4.2 Security of the Reference Document

	5 Evaluation
	6 Related Work
	7 Conclusions
	References

