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Abstract executions with the real protocol and executions with the

trusted host in feasible time.

Simulatable security is a security notion for multi-party Thus, simulatable security actually establishes a secu-
protocols that implies strong composability features. The rity relation that considers a protocol secusdative to a
main definitional flavours of simulatable security are stan- suitable idealisation. However, when the idealisation for
dard simulatability, universal simulatability, and blatlox the considered protocol class is obvious, then a protocol
simulatability. All three come in “computational,” “stadt is simply called secure, implicitly meaning security rela-
tical” and “perfect” subflavours indicating the considered tive to that idealisation. Consequently, simulatable secu
adversarial power. Universal and black-box simulatalijlit ~ rity captures the notion of a secure refinement of one sys-
in all of their subflavours, are already known to guarantee tem by another. In particular, it proved useful as a platform
that the concurrent composition even of a polynomial num- to show that a cryptographic implementation of a symbolic
ber of secure protocols stays secure. protocol is secure against cryptoanalytic attacks (seg, e.

We show that computational standard simulatability [9,5, 1, 20]). But simulatable security also helps to analys
doesnot allow for secure concurrent composition of poly- the information-theoretic security guarantees of a ome-ti
nomially many protocols, but we also show that statisti- pad in a nice and convenient manner, cf. [38].
cal standard simulatabilityfdoes The first result assumes For defining and analysing a large protocol, a divide-
the existence of an interesting cryptographic tool (namely and-conquer approach is generally helpful and sometimes
time-lock puzzles), and its proof employs a cryptographic even necessary. However, to allow for a modular protocol
multi-party computation in an interesting and unconven- analysis, it is crucial that the composition of secure proto

tional way. cols stays secure. Secure composition of security pregserti
Keywords: Reactive Simulatability, Universal Composabil- should not be taken for granted: E.g., [33, 34] shows that
ity, concurrent composition. several notions of non-interference are not preserved un-

der composition. (This can be rectified, e.g., by deriving
properties sufficient for non-interference-preservingneo
position [42] or adjusting the non-interference notion]|[B1
Similarly, most definitions of the cryptographic tool of
Zero-Knowledge proof systems do not allow for securely
There are several ways to define what it means for acomposing even only two systems [25]. Since it is a diffi-
multi-party protocol to be secure. A very elegant and gen- cult and laborious task to prove the different composapbilit
eral way is the concept of simulatable security. With simu- properties anew for each and every security property, it can
latable security, one first states what the protocol shoald d be of great advantage to simply show that a protocol is sim-
by specifying a single trusted host that completes the proto ulatably secure. From this, many different security preper
col task ideally and securely by construction. For instance ties can be derived: e.g., preservation of integrity proper
a trusted host for tossing a common coin for a set of partiesties [36, 3], non-interference [4, 6], liveness properf&ls
would simply uniformly and randomly sample a bitnd or key and message secrecy [7]. One can then make use of
then send to each party. A simulatably secure protocol for the composability guarantees simulatable security gives.
coin toss must now be indistinguishable (in a well-defined  As just hinted, all flavours of simulatable security give
sense) from this ideal setting. More specifically, no proto- certain composition guarantees. Namely, all flavours guar-
col environment must be able to detect differences betweernantee that aonstantnumber of secure protocols can be

1 Introduction



composed in an arbitrary, concurrent manner without lossrespective protocol task), if/; is indistinguishable from

of security. Due to these composability guarantees, simula M- in every protocol context. This should hold also in the

able security could be used for defining and analysing pro-presence of attacks, i.e., we should have that every attack o

tocol constructions for a very large class of protocol tasks ~ M/; can be simulated by an attack af,. (So every weak-

a modular way. Examples include a computationally sound ness of\/; must be already presentin the ideal specification

analysis of the Needham-Schroeder-Lowe protocol [5], an M-.)

electronic payment system [2], and a cryptographic con- A little more formally, this means that for eveadver-

struction for realizing a large class of protocol tasks [21]  sary A attacking)/;, there is an adversay (usually re-
However, in some scenarios, it might be desirable to ferred to as theimulaton that attacks\/», such that from

compose more protocols at once. In fact, many commonly an outside view, both attacks and protocols “look the same.”

deployed cryptographic protocol constructions use a poly- For capturing what “looking the same” means, a designated

nomial number of instances of primitives (i.e., subproto- entity called thehonest useH is run with protocoli/; (to-

cols), e.g. [41, 26, 22]. The analysis of such constructions gether with adversarj) and protocolM, (with simulator

is generally reduced to analysing only one instance of eachS). The honest used represents a protocol context and

used primitivetype at once. For deriving security of the may interact with protocol participants and even with the

whole construction, of course secure composability of a adversary. For security, every possiblenust experience

polynomial number ofnstancesof each primitive type is  indistinguishable views witth/; and with M.

needed. One might now choosg in dependence dfl; this leads
So in this contribution, we investigate how simulatable to the standard simulatabilitydefinition, which is the de-
security behaves under composition gb@ynomialnum- fault in the Reactive Simulatability framework. Alterna-

ber of secure protocols. The flavours “universal simulata- tively, the usetH may be allowed to depend on the respec-
bility” and “black-box simulatability” of simulatable see tive simulatorS; this is calleduniversal simulatabilityand
rity are already known to allow for this type of composition is the default security notion in the Universal Composapbili
(see [15, 10]). However, whether this also holds for the model.
other main flavour “standard simulatability”, which is the Both simulatability variants allow for some form of se-
default security notion in the Reactive Simulatabilityrfre- cure composition of protocols. We can distinguish two im-
work [37, 11], was explicitly posted as an open question portant types of composition. Firssimple composability
in [10]. guarantees thatif a protoch is as secure as another pro-
We show that computational standard simulatability (in tocol 47, then a protocoNMl that uses a single instance
which adversaries are computationally bounded) does not M, is as secure as the protocMMg which usesi,
allow for secure composition of a polynomial number of ;«iaaq. Further, we haygolynomially bounded concur-
protocols. We also show that statistical and perfect stahda o composabilityhich guarantees for every polynomial
S|mu_latab|_llty (which cgpture information-theoretic aeity D, thatMp is as secure aMg’, whereMp andM” denote
and in which adversaries are unbounded) do allow for this the concurrent execution gfinstances ofif; and My, re-

type of composition, and we give a general CompOSitionthe'spectively. One can show that if simpded polynomially

orem for that case. Below, we give a more detailed expla- bounded concurrent composability hold, one can securely

nat’|\|on. hat althouah this sh hat the defaul ) fsubstituteapolynomialnumberof subprotocols at a time in
ote that although this shows that the default notion o a larger protocol.

gecurity in the _Reactive Simulatability framework QQES n_ot It is known that standard simulatability implies simple

L:nply pplynontnally_ bt(?unded c.(t)ncurrefnt_C(z;nrt)(f)sabnltystltu composability, cf. [36, 37]. Also known is that universatian
as no impact oexistingsecurity proots in that Iramework. ., 6y simulatability additionally allow polynomigll

These all show black-box simulatability, which is known to bounded concurrent composability, see [15, 10]. Further-

imply polynomially bounded concurrent composability. more, [32] investigated which further relationships bedwe
the notions of standard/universal simulatability and demp

Related Work/Technical Overview. The concept of  composability/polynomially bounded concurrent compos-
simulatability has a long history (see, e.g., [40, 27, 26, 12 ability hold and found the interesting fact that simple com-
35, 13, 36, 14, 37, 15, 11, 18]). In recent years, in partic- posability and standard simulatability are equivalentwHo
ular the simulatability frameworks of Reactive Simulatabi ever, the following was given as open questions in [32]:
ity [37, 11] and Universal Composability [15, 18] proved Does standard simulatability imply polynomially bounded
useful for analysing security properties of protocols is-di  concurrent composability, and do simple and polynomially
tributed systems. bounded concurrent composability together already imply

In both frameworks, a protocdl/; is considereds se- universal simulatability? Or do even standard and universa
cure asanother protocol/, (usually an idealisation of the  simulatability coincide?



For a modified definition of standard simulatability, this ulator. We prove the results using the Reactive Simulatabil
guestion was answered in [17, 19]. In this definition, the ity formalism, but additionally cover the case that the hon-
runtime of the honest usét may depend on the length of est user gets such a non-uniform input, so that it is easy to
its non-uniform input, which again may depend on the sim- reformulate the proof using Universal Composability.
ulator. They showed that using this modification, standard, Finally, we discuss the impact of recent developments
universal, and black-box simulatability all coincide. How in simulatability-based security definitions on our work.
ever, this modification of standard simulatability bregks t ~ Namely, in [19] and in [28], (different) alternative defi-
proof of [32] that standard simulatability and simple com- nitions of polynomial-time adversarial entities were @tr
posability coincide. So even the modified definition of stan- duced. We point out why our separating example does not
dard simulatability left open whether simple composapilit work with these definitions.
implies universal simulatability.

Further progress was then made by [29] who showed Organization.

that computational stapdard simulatal_:)ility (in .the origiln framework in Section 2, we show in Section 3 that computa-
formul_a_non) does not |mply comquanonaI universal SIM” tional standard simulatability does not imply polynomyall
ulatability. However, their separating counterexample is bounded concurrent composability. In Section 4, we prove

not only secure Wi rt standardl S|mul_at|abllltyk,) but ?I'_smeo polynomially bounded concurrent composability for the sta
poses concurrently even a polynomiai number o times, SOtistical and perfect case. Section 5 concludes this work.
simple and polynomially bounded concurrent composabil-

ity together donot already imply universal simulatability. ) ) .

Also, [29] show that their result depends on the computa-2 Reactive Simulatability

tional model: while they give separating examples in case

of computational and statistical security, they show that Here we review the notion of Reactive Simulatability
in case of perfect security, standard/universal simulatab (RS). This introduction only sketches the definitions, and
ity (and thus also simple/polynomially bounded concurrent the reader is encouraged to read [11] for more detailed in-
composability) coincide. However, the open question of formation and formal definitions.

After recalling the Reactive Security

[32] whether standard simulatability is sufficient for poly Reactive simulatability (in the “standard” flavour) is a
nomially bounded concurrent composability was still left  definition of security which defines a protocul; (thereal
unanswered. protoco) to beas secure aanother protocol, (theideal

A note concerning the nomenclature: Universal simu- protocol the trusted hostthe ideal functionality, iff the
latability is also often called UC security [15], standaird-s following holds: for any adversan (also called theeal
ulatability is called specialised-simulator UC in [32]eth  adversary, and anyhonest useH (that represents a pos-
honest user is also known as the environment [15], sim-sible protocol environment), there is an adversargalso
ple composability as-bounded general composability [32], called simulator or ideal adversary, s.t. the view ofH is
and simple and polynomially bounded concurrent compos-indistinguishable in the following two scenarios:
ability together are also called polynomially-bounded-gen
eral composability [32]. e The honest uset runs together with the real adversary

A and the real protocdl/;

Our Work.  In this work, we answer the remaining open o The honest uset runs together with the simulat&
questions and provide the missing implications and sepa- and the ideal protocal/s.

rations among standard/universal simulatability and the d
ferent notions of composability. More specifically, we show Note that there is a security parametecommon to all

that computational standard simulatability daes imply machines, so that the notion of indistinguishability makes
polynomially bounded concurrent composability. Further, sense.
we show that in contrast, statistical standard simulatgbil This definition allows to specify some trusted host—

doesimply polynomially bounded concurrent composabil- which by definitionis asecureformalisation of some cryp-

ity. An overview over the implications and separations is tographic task—as the ideal protocol, and then to consider

givenin Figure 1. the question whether a real protocol is as secure as the
Our results hold both in the Reactive Simulatability and trusted host (and thus also a secure implementation of that

the Universal Composability framework (as in [15]). The task).

main difference between these security notions is that-Reac  In order to understand the above definitions in more de-

tive Simulatability considers uniform machines, whilelwit  tail, we have to specify what is meant by machines “running

Universal Composability, the honest user has access to aogether”. Consider a set of machines that may send mes-

non-uniform input that is chosen after honest user and sim-sages througlionnectiongo each other. Whenever a ma-



perfect univ. [32, 10, 29] perfect genera[32' 10, 29] perfect standard [32] perfect simple
simulatability composability simulatability composability

[10] (32]
stat. univ. = stat.general ——_ stat. standard 152 stat. simple
simulatability ~——+—— composability s simulatability composability
[29] this work
[15] [32]

comp. univ. ——— comp.generalL——— comp. standard [32] comp. simple
simulatability ~——+—— composability e simulatability composability
[29] this work

Figure 1. Implications and separations between the various security notions. For the presentation
of these relations, we adopt the taxonomy of [32] who additio nally has the notion of (polynomi-
ally bounded) general composability, which means that bothsimple composability and polynomially
bounded concurrent composability hold. The references nex t to the arrows indicate where this
was proven. The results from this paper are given by bold arro WS.

chine sends a message, the receiving machine is activatetbcol cannot run by itself, it can only run together with an
with that messageé. honest user and an adversary.

At the start of aun of these machines, a designated ma- ~ Given the above definitions, we can now state the defi-
chine called thenaster schedulds activated. This machine nition of security more formally: LeM1 and M, be pro-
is always the honest user or the adversary. Afterwards, thetocols. We say that/; is as secure as\/, if for any ad-
next machine to be activated is determined by the messageersaryA and any honest usét there is a simulatob
sent by the current machine as described above. If the curs.t. view,, » y;, (H) and view, 5 y;, (H) are indistinguish-
rent machine decides not to send a message, the masteble.
scheduler is activated again. The transcript of all commu- The meaning of “indistinguishable” depends on the ex-
nication and all internal states of the machines in such aact notion of security. Foperfectsecurity, the views must
run gives us a random variable which we call simply the be identically distributed. Fastatisticalsecurity, their sta-
run. By restricting the run to the internal states of and the tistical distance must be negligible (in the security param
communication sent or received by a machiheve get the eterk). For computationakecurity, they must be compu-
viewof the machined. We write view ;; , (H) for the view tationally indistinguishable by polynomial-time algdmits;

of H given security parametér. The indexk can be omit- in that case, also only polynomial-time users and adver-
ted, then we mean the family consisting of all the random saries/simulators are considered.
variablesview y; ;. (H). A further interesting point is the order of quantifiers. In

A protocol is s|mp|y a set of machines (e.g., protocol par- the above definition we have allowed the simul&do de-

ties, trusted hosts) together with a specification over tvhic pend on the honest usiér We call this the standard order of
connections an honest user can talk to the protocol. The lat-guantifiers (because it is the default order in the RS frame-
ter is important, because there usually are connectiors thawork) and speak oftandard simulatabilityAnother possi-
reflect the internal communication of the protocol which bility is to chooseH afterS, i.e.,H may depend o8. Since
should not be accessible directly by the honest user. A pro-in this case the simulat&rhas to be universal for all honest
usersH we speak oluniversal simulatability Yet another

%In the model of [11] there is additionally the concept of stiex possibilityblack-box simulatabilitywhich demands the ex-

clock-ports. These allow to model asynchronous communitawe have istence of ar§ that is even independent Af(but may use
opted to omit these clock-ports here and to assume that atbages are

delivered immediately (or sent to the adversary in case @fisgcure con- A as a black bOX)'
nection). This greatly simplifies the presentation and dagrincipally

restrict the expressibility of the model, since asynchtmnoommunica- Composition A major advantage ofa security definition
tion can also be modelled by introducing functionalities ¢ommunica- ;

tion which deliver messages only upon request by the advyeridawever, by Simu_latab”ity is the possibility gf.ompositio-n There are
all our results can also be stated in the more general settifid.]. two major flavours of composability, nametymple com-




posability and polynomially bounded concurrent compos- For a protocoIM,Athe protocolM? consists of all ma-
ability . To sketch simple composability, lé¢** be an  chinesM? withM € M.

arblttrar)lljg}lrge prott)ocol tha;[ u;ger(;amstance o;)_linother Given this definition, we can now formulate polynomi-
pro C_’CO Las ?ljw protocol. simp e_cor_npAosa ity means ally bounded concurrent composability: say tidt is as
1 ~ A ~

thatin any suchiV™", any secure realisatiall; of M) can  gacyre adl,. ThenM? should be as secure a$} for any
syb§t|tuteM1 Wlthoyt IosmgAsAecu.rlty More ApreC|ser, if given polynomiap in the security parameter.
M, is as secure adf;, then Nz (in which A, has been
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replaced byM5) is as secure ad/*1. Both stantn_lard_ and 3 The Computational Case
universal have this property sfmple composabilitySim-
ple composition could be used, e.g., to modularise the proof

(k); pr[gt;wfglﬁ (f)?rs secure gﬁeesr?:rgetzg?”:&'srsr:‘éz F388|?g Publics, We give protocolsiz; andiiz, such thatiZ; is as secure
Yo/, y yp : as My, but thek-fold concurrent composition/} is not as

_ A natural extension is to consider substitutimgltiple secure aMé“. (As usualj denotes the security parameter.)
instances of one subprotocol at once. In other words, one

can ask for the same property as above evelift uses 3.1 Time-lock puzzles
several instances @ff;. This stronger notion has been used,

e.g., to modularise the security proof of the general proto-  aq 4 0] for our construction, we need means for a ma-
col construction [21] for secure function evaluation. Give chine to prove its computational strength. Such a tool is

that sim_ple composition ho!ds, this concept can be reduce%rovided by time-lock puzzles [39, 29]. Intuitively, saigj
to what is known apolynomially bounded concurrent com- atime-lock puzzle of hardness € N is a strong indication

ppsabmty: roughly, this means thaZt/ng’ (ie.p copies of that a machine has done computational work polynomial in
M, run concurrently) is as secure a8 whenever)M, is s.
as secure as/,. (Commonly, the number of allowed in- More precisely, a time-lock puzzle consists of a puzzle
stances is restricted to be polynomial in the security param generation algorithrg and a solution verification algorithm
eter, since this is usually sufficient for many applicatiens ). The solution generation algorithg that takes some
in particular, for the important class of polynomial-time numbers (the hardnessof the puzzle) as input and then
protocols—and, in particular for statistical securitytesf  outputs a puzzle and some auxiliary informatiom for the
the best one can hope for.) solution verification algorithm. The solution verificatiah

As sketched in the intrOdUCtion, it is known that uni- gonthmv takes an Supposed solutioland decides (possi-

versal simulatability already has the feature of polynomi- ply using the auxiliary information) whether the solution
ally bounded concurrent composability (cf. [15, 10]). In s correct.

this Contribution, we are interested whether this also $iold To ensure that indeed represents the hardness of the
for standard simulatability. Thus, to express polynoryiall puzzleq, we require the following two properties fgrand
bounded concurrent composability formally, we need a def- ) to represent a system for time-lock puzzles:

inition for the “concurrent compositionl/? of a protocol

Consider the case of computational standard simulatabil-

. e Hardness conditionEor any algorithmB that is poly-

Intuitively, when/ is a protocol ang = p(k) a poly- nqmial in the securit)_/ parametgr there is a polyno-
nomial in the security parameter, thaii* is the protocol mial p, s.t. the algorithmB never solves puzzles of
where each machine has been replaceg bypies of the hardness> p(k). More concretely, when choosing
original machine. To avoid complicated definitions, instea s > p(k) and generating a puzzieof hardness, the
of p copies we will introduce a single machine that simu- probability is negligible thal3 upon inputg outputs a
latesp copies which are accessed by a session ID that pre-  Solutiont thatis accepted by.

cedes each message. e Easiness condition:For any polynomialp there is

an algorithmC' polynomial in the security parame-
ter k, s.t. the algorithm solves all puzzles of hardness
< p(k). More concretely, when choosing < p(k)
and generating a puzzjeof hardness, the probability

is overwhelming thaB upon inputy outputs a solution

t that is accepted by. (Note that in both case& and

C do not have access to the auxiliary informatiojp

Definition 2.1 (Polynomially Bounded Concurrent Com-
posability) LetM be a machine angd = p(k) be a polyno-
mial in the security parameter. Théf? simulates copies
My, ..., M, of M. Upon receiving a messageid, m) with

1 < sid < p, MP handsm to My;4;. When a simulate ;4
sends a message, thenM? sendqsid, m).

3A more general methodology can be found in [10], where L . .
parametrised families of protocols are used to formulatarimble number A formal definition and more details can be found in [29] or

of machines. The results given here can also be stated irf¢ineialism. in the full version of this paper.



Time-lock puzzles will allow us to perform “contests of hardness; are (independently) chosen, and the output to
of computational strength” between polynomial-time ma- partyi is ¢; (we call these thérst output3. The information
chines, because whichever machine can solve the largefor checking the solution is stored. In the second royhd,
time-lock puzzles is the more powerful. This idea of a “con- expects a solutiofy to the puzzley; from each party. The
test” has already been used in [29] to separate universal andinal outputout of f (which is the same for all parties) is
standard simulatability in the computational case, antl wil then calculated as follows:
also be useful to construct our counterexample.

1. Sort alls; with b; = ideal in order of ascending;
3.2 The General Idea into a lists;, , si,, . .., 54, such that;, <s; , forall
]

The idea behind our example is as follows. Both proto- 2 | etout := true if the predicate
colsM; andM5 consist only of one machind; (resp.M,)
that expects to take part inkaparty secure function evalu- Vj=1,...,n:s; >2 and
ation (SFE) of a specific functiofi. Here,k is the security Y =
parameter, so the number of parties actually increases for
larger security parameters. Such a seduparty function
evaluation is possible under reasonable computational as-

sumptions (namely, the existence of enhanced trapdoor perppyipusly, only the set of valugs;, ;) with b; = ideal
mutations) using the construction of [26, 23, 24]. SiMe s relevant for the output of. In particular,out = true
executes the program of ontyieparty of the SFE, allinter-  jmpjies that a time-lock puzzle has been solved that has a
nal messages of the SFE are sent to and expectedtf®em  pardness that is exponential in the number of inputs with
honest useH. b; = ideal. Or, put differently, no polynomial machine

The machineM, differs from My only in its way of = ¢an give inputs such that = ideal for all i and hope to
choosing the inputs to the function evaluation. More specif achieve an evaluation tout = true with non-negligible
ically, M; chooses all of its inputs on its own, wheréds probability.
chooses only some inputs on its own (in a different way than
M;) and lets the simulatds decide upon the remainingin- 3 4 The Protocols
puts. The specific choice gfensures that a simulatithat
is fixed after the protocol usét is able to deliver inputs to
M such that the function output gf is the same in real
and ideal model. Using the secrecy property of the function
evaluation construction, this means tAdt and M- are in-
distinguishable from the point of view &f, even thought
sees the internal messages of the SFE.

However, when considerint/* and 7%, a suitable pro-
tocol userH can simply “intermediate” between the func-
tion evaluation parties (i.e., thecopies ofMy, resp.M,).
Thus, in the real modeH forces a secure function evalua-
tion with k& copies ofM1, and in the ideal model, it forces a
secure function evaluation with copies ofM,. Because
there are nowk different function evaluation parties that 1. Ask the protocol useH for a party indexi €
give all differentinputs in the real, resp. the ideal motiet, {1,...,k}.
choice of f guarantees that now the simulafis unable
to enforce indistinguishable function outputs in the real, 2. Runthe progran®; internally, where
resp. ideal model.

t;; is a correct solution fog;,

holds, and lebut := false otherwise.

Using the construction of [26, 23, 24], denote by
Py, ... Py parties that securely evaluagfén a k-party func-
tion evaluation. That is, eacR; takes as local first input
a tuple(b;, s;) as above and eventually—after having com-
municated withk — 1 other parties—outputs a time-lock
puzzleg; as specified by'. ThenP; expects a second input
t; and finally—after further communication—outputst
as prescribed by.

Using the programs of these parties, we define the proto-
col machinedvl; andMy which make up the protocoMl,
resp.M,.* Namely, letM;'s program be as follows:

e P;'sfirstinputs are setth; := real ands; := 0,
and the second input t$ := ¢ (wheree denotes
the empty word). The first output d@¥; is simply
ignored.

3.3 The Evaluated Function

Of course, the choice of the functighis crucial, so we
will begin by presenting’. The functionf proceeds in two
rounds. In the first round; expects inputb;, s;) with b; €
{real,ideal}, s; € N from each party = 1,...,k (we
will call these thefirst input9. Then time-lock puzzles; “4In our example, each protocol consists of only one machine.

e All outgoing messages are sent ltb (prefixed
with the recipient party index or indicated as a
broadcast).




e Messages coming fromd that are prefixed with
a party indexj # i are forwarded to the internal
P; as if coming fromp;.

3. As soon ag’; generates its final outputut, forward
this output toH and halt.

In other wordsM; asksH for a party index; and then
expects to take part in an evaluation fofn the role of P;.
Here,P;’s local inputs are fixed té; := real, s; := 0, and
t; := g, and all network communication is relayed over
The evaluated function output is eventually forwardeHto

As mentioned earlier, the protochl; then consists only
of this single machinévl;. On the other hand, protocol
M, consists of only one machind, that is defined—very
similarly—as follows:

1. Ask the protocol useH for a party indexi

a,....k).

2. Run the progran®; internally, where

S

e P;’s first inputs are set td; := ideal, and the
simulator is asked for the value ef. When the
first outputg; has been generated, it is sent to the
simulator, and a second inptjtis expected.

e All outgoing messages are sent ltb (prefixed
with the recipient party index or indicated as a
broadcast).

e Messages coming fromd that are prefixed with
a party indexj # i are forwarded to the internal
P; as if coming frompP;.

3. As soon ag’; generates its final output:t, forward
this output toH and halt.

The only difference betwedd; andMs lies in the way
the local inputs taP; are determinedM; fixes these inputs
as above, ant¥l, only setsh; := ideal and lets the simu-
lator determine the inputg andt;.

3.5 Security of the Single Protocol

We show that)/; is as secure as/, (with respect to
computational standard simulatability. For this, we may as
sume a given protocol usét and adversarA and need
to construct a simulata$ such thatH cannot distinguish
running with AZ; andA from running withAZ, andS. In-
tuitively, H can distinguish only if the respective function
evaluation outputs idZ; andM- differ. SoS must only en-
sure that the function outputs i, are as they would have
been inM; (where the inputs df1; are different from those
of the ideal-model machinig,).

More specificallyS runsA as a black box, so that com-
munication betweeA andH is the same in the real and in

the ideal model. The only thing th&tneeds to do on its
own is to answeM,’s question for the strengthy and the
solutiont;. When asked for these inputS,chooses and
solves a puzzle of hardnessmore than twice as large as
the largest hardness could solve> (The time-lock puzzle
definition guarantees that such &exists for fixedH.) The
situation is depicted in Figure 2.

This way,S solves a puzzle of such large hardngsthat
when evaluatingf, this puzzle appears in the last position
in the sorted lists;, , si,, . . ., s;, ) (cf. the definition off in
Section 3.3) and is at least twice as hard as the preceding
puzzles;, , (or there is an invalid solutiot;; with over-
whelming probability). Thus, if; = s; < 2%, then al-
readys;, , < 2"~1. Sointuitively, it is never the “fault” of
Mz when f evaluates tFalse; the same would have hap-
pened in the real model with a machillk. Conversely, if
already one of the;, (j < n) is smaller thar2’ or does
not have a valid solution, thefi will return false inde-
pendently ofs; . So it is never the “fault” oM when f
evaluates tarue, either.

In other words, the output of the SFE pthas the same
distribution, regardless of whethErruns with M, andA,
or with M, andS. Due to the secrecy of the SFE, this im-
plies that the internal messages of the SFE and therefore the
views ofH are also indistinguishable in these two scenarios.

So we get the following lemma:

Lemma 3.1. Assume enhanced trapdoor permutations and
systems for time-lock puzzles exist. Then protdépfrom
above is as secure as protochl, from above with respect
to computational standard simulatability.

This also holds when the honest user has access to an
auxiliary input (that may even be chosen after the simula-
tor).

The complete proof will be given in the full version of
this paper.
3.6 Insecurity under k-fold Concurrent Composi-
tion

Lemma 3.2. Assume that systems for time-lock puzzles ex-
ist. Then for the protoc0l37[1 and M, from above, we have
that M} is not as secure adf} with respect to computa-
tional standard simulatability.

This does not depend on whether the honest user has
auxiliary input or not.

Proof. We show thatM} is not as secure a&/}. For this,
we give a special adversafyand protocol usel such that
no simulatorS can mimicA in the ideal model.

5In the formal proof, we need a larger, yet still polynomialid for
technical reasons.
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Let A be a machine that does nothing at all (note that Theorem 3.3. Assume that enhanced trapdoor permuta-
since M; is a one-party-protocol, the adversary does not tions and systems for time-lock puzzles exist. Then com-

need to deliver any messages). lebe such that, when
running withk protocol machines (eithércopies ofM; or
k copies ofM,), it behaves as follows:

1. For i := 1 10 k: Tell thei-th protocol machine (i.e.,
thei-th copy of eitheM; or M,) to take the role of;.
END FOR

. Whenever thé-th protocol machine wants to send a
message to thg¢-th protocol machine, relay this mes-
sage. (When théth protocol machine wants to broad-

cast a message, deliver that message to all protocol ma-

chines.)

halt.

By definition of f, in the real model, running witiA
and k copies ofMy, this honest usel will experience a
function evaluation outpubut = true (i.e., at least one
copy of My will output true to the honest usdd). Thus,

a successful simulatdr has to achieve a function evalua-
tion outputout = true as well with overwhelming prob-
ability. By definition of f and the ideal machinéd,, this
means that it has to supply valid solutiongo puzzles of
hardness; where at least one satisfies > 2* (since all

b; = ideal). However, this directly contradicts the hard-
ness requirement in the time-lock puzzle definition, since
S has to be polynomial-time. Therefore no such simulator
exists ancH can always distinguile and M. O

Combining Lemmas 3.1 and 3.2, we can summatrize:

. As soon as the first protocol machine generates output,

putational standard simulatability does not guaranteeypol
nomially bounded concurrent composability. That is, there
are protocols)/; and >, such that with respect to compu-
tational standard simulatability)/; is as secure a8/, but
the composed protocdl/’ is not as secure asf}.

This holds regardless of whether the honest user has ac-
cess to an auxiliary input or not.

4 The Statistical Case

In contrast to the case of computational security, we will
show that for statistical (i.e., information theoreticsd)cu-
rity a concurrent composition theorem indeed holds.

First some investigation of the actual definition of statis-
tical security is necessary. The definition of statistieal s
curity for the RS framework in [11] requires the following:
Polynomial prefixe®f the views of the honest user in the
ideal and real model shall be statistically indistingulgiba
However, in [30] it was shown that this notion is problem-
atic. It was shown that due to the restriction to polynomial
prefixes of views not even the simple composability holds,
even in the case of universal security. Further it was shown
in [30] that the natural correction of the problem, namely
removing the restriction to polynomial prefixes, fixes the
(simple) composition theorem.

Therefore, we will adapt the following definition of sta-
tistical standard security:

Definition 4.1 (Strict statistical security (as in [30], slightly
simplified)) Let M, and M. be protocols. We say that
M, is as secure a8/, with respect to standard statistical
securityiff the following holds:



For every honest uséi and real adversarA, there is a protocol is equivalent tél,, choosing to simulate+ 1 “real
simulatorS, s.t. the statistical distance between the follow- copies” and running with the ideal protocol and simulator.

ing families of views is negligible ik This again is indistinguishable (by assumption of the secu-
‘ ‘ rity of a single protocol copy) frorl,, choosing to simulate
{UlewH,A,M,r,k(H)}kv {waH,s,MT,k(H)}k 1 + 1 copies and running with the real protocol. So we get a

chain of polynomial length of indistinguishable vieiisom
H,, choosing to simulaté “real copies” toH,, choosing to
simulatep “real copies”, so these two settings are again in-
distinguishable (by the simulatdd). These two scenar-
When referring to Def. 4.1 we will simply speak sta-  10S again correspond 4" running with only ideal copies
tistical securityfor brevity. of the protocol (and copies of the 'dummy adversary) and
H* running with only real copies (and copies®for each

4.1 Proving Polynomially Bounded Concurrent  Protocol-copy), sdi* can indeed not distinguish between

Composability real and ideal model.
But when we consider standard security, the following

problem occurs: We have relied on the fact that the simu-
lator S is a “good” simulator forH,. But for standard se-
curity, such a “good’S would depend oti,,, which in turn
depends orb. It is not clear that this mutual dependency
should have a fixpoint (and in fact, it does not have such
a fixpoint in the counterexample presented in Section 3 for
the computational case).

While it is unknown whether such a fixpoint exists in the
case of statistical standard security, a variation of thevab
construction yields a proof. We first state the theorem:

(Hereview x (H) denotes the view ¢f in a run of X'.)
When the simulato$ does not depend on the adversary
A, we speak oftatistical universal security

Here, we first review the idea of how to show concurrent
composability in the case of universal security, and argue
why the proof idea doesn’t apply to standard security.

When investigating proofs of concurrent composabil-
ity (in the case of universal security, for more details see
e.g., [15, 10]), we see that the main proof idea is approx-
imately the following: Consider as real adversary only a
dummy adversary, i.e., an adversary that simply follows all
instructions received from the honest u%@o proveM? as
secure as/? assuming)/, is as secure a&l, let a simu-

latorS for that dummy adversary attacking the single proto- Theorem 4.2(Polynomially Bounded Concurrent Compo-
col be given. Note that since we assume universal securitysition Theorem) Let M, and M, be protocols s.tV; is as

S does not depend on the honest user. _ secure as/, (with respect to standard statistical security
It might be reasonable to expect that a “parallelised ver- 55 in Def. 4.1). Let furthep be a polynomial.
sion” SP of the simulatorS (so thatS? internally keeps Then M?P is as secure asM? (where M” denotes
3

simulations ofS, one for each protocol instance) is a good the polynomially bounded concurrent composability as in
simulator for the dummy adversary that attacks the com- pef, 2.1).

posed protocoM;. To support this intuition, we reduce This also holds when the honest user has access to an
honest users of the composed protocol to honest users ofyxiliary input.
the single protocol. (Note that since we can restrict to the
dummy adversary as real adversary, this is all we need for Note that the limitation to a polynomial number is not
showing our claim.) a limitation of our proof, indeed, it can easily be seen that
Namely, for each honest usdr of the composed proto-  the concurrent composition of a superpolynomial number
col M?, we construct a new honest usty of a single copy ~ of protocol instances can be insecure, even if the single in-
M, as follows (cf. also Figure 3)H, simulatesH*. For stance_is secure. Thi; condition is _usually not expliciFIy
each copy of the protocol that* expectsH,, does one of stated in the computational case: Since with polynomial-
the following: (i) the real protocol and real (dummy) adver- time machines only a polynomial number of protocol in-
sary are simulated (we will call this a “real copy”), (ii) the Stances can be created, the condition is automatically ful-
ideal protocol and simulat&rare simulated (we call this an filled.
“ideal copy”), or (iii) communication fromH* is rerouted We will now give a proof sketch for Theorem 4.2. The
to the outside oH,,, where either one copy of the real or of full proof will be presented in the full version of this paper
the ideal protocol resides (we speak of an “external copy”).
The number of “real” and “ideal copies” is chosen randomly
(and there will be exactly one “external copy™,, choos-
ing to simulatel “real copies” and running with the real

Proof sketch. Like in the approach sketched above, given
an honest use* for the composed protocdl/?, we con-
struct honest usernd; for the single protocoMl. These
choose a random numbéand then simulaté — 1 “ideal

®Maybe somewhat surprisingly, this dummy adversary is therstv  copies” with session IDg,...,1 — 1, have one “external
possible adversary” in the sense that it suffices to give alator for the
real dummy adversary to show security, cf. [15]. 7With acommomegligible bound on the statistical distance.
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Figure 3. Construction of the honest user H; (the dashed box). The variable [ is drawn from the set
{1,...,i}. Messages from and to H* are rerouted according to their session ID sid as depicted. (The
fact that the adversaries/simulators are only connected to M; is only for graphical reasons, in reality,
they are of course connectedto  H* as well.) The machines shown outside  H; are only exemplary, H;
might of course be connected to other machines, e.g. M, and S;.

copy” with session IDI and simulatep(k) — I — 1 “real lowing sense: For any security parameteand any sim-
copies” with session ID&+ 1, ..., p(k) (cf. also Figure 3).  ulator$’, the statistical distance among the real and ideal
There are however some noteworthy differences to theview of H; when running with simulato$; is by at most
construction oH,, in the approach above: 2-* larger than the statistical distance between those views
o Instead of having a single honest usef which when running withS_’. The existence of such near—qptimal
chooses a randorm € {1,...,p(k)}, H; chooses simulators can easily be shown when unbounded simulators
le{l,...,i—1}. are allowed.

Further, we defindH., to be constructed likéd; with

* The_ numbet is chosen randomly W_it_h afixed distri- -y exception that the numblkeis chosen without any limit.
bution s.t. any numbdrhas a probability to be chosen And, as beforeS., is a near-optimal simulator foi
whose inverse is polynomial ih Then, ifl > i, the ’ > >

honest useH; aborts. Therefore, effectively a number
1 €{1,...,i}ischosen, butin a way that ai; with

¢ > [ chooseg with the same probability. This gives us
a kind of “compatibility” between the different honest
users which will prove necessary to construct a com-
mon simulator for all thesH;.

Since we have constructed all the simulators to be “com-
patible” in the sense that am 7 will be chosen byH; with
a probability not depending o we can argue as follows:
When we ignore the protocol runs in whi¢lis chosen as
I > 1, the view of the simulate#fi* in H; andH,, is the
same (independent of further machines involvesl), is a
simulator forH., that achieves that the statistical distance
e Most importantly, the “ideal copies” do not all contain petweerH..’s real and ideal view is bounded by some neg-
the same simulator, since in the case of standard sedigible function, says. By ignoring runs withl > i, the
curity there is no universal simulator to be used here. distance of the views cannot increase. Therefore also the
Instead, in the “ideal copy” with session lfdd hasa  views ofH; have a distance of at mastvhen running with
simulatorS;4, whereS,,, is defined in dependence of S_ . SinceS; was a near-optimal simulator, the statistical
Hsiq (see below). This of course seems to be a cyclic distance when running with; is bounded by +2*. There-
definition. However, closer inspection reveals tHat  fore we have a uniform bound for the distance of views for
only invokes “ideal copies” with session IBsd < 1, all pairs of honest uset; and simulato;.

soH; only depends 08;q with sid < i. Therefore Now, if we modify H; to always choosé = i (and calll

we have a mutually recursive definition of theand o result,), the statistical distance of views of this honest

thes;. user (with simulatof;) increases by a factor of at most the
The simulatofS; is defined to be a simulator fot;. How- inverse probability that = 7 is chosen. Since this probabil-
ever, we require the simulator to be near-optimal in the fol- ity was polynomial inl (and independent @, the statistical



distance of the views of these modifield is bounded by a
functione; (k) negligible ini andk.

Finally, fix a security parametét. By construction,
I:|i+1 simulates “ideal” andp(k) — ¢ — 1 “real copies”. So
when running withZ; andD as the “external copy”, this is
equivalent to havingl,; run with M, andS;. This again has
only a statistical distance ef(k) (in the view ofH*) from
the H; running with A7, andD. So by repeatedly applying
that equation, we see that betwe&nandH,, ), thereisa

distance of at mostiko) g;(k) =: v(k), which is negligi-
ble in k. But Hy just simulatedd* together withp(k) “real
copies”, which corresponds exactly S running with the
composed real protocd‘?[{’ (and the dummy adversary).
Similarly, Hp(k)+1 simulatesH* with p(k) “ideal copies”,
corresponding té1* running with the composed ideal pro-
tocoIM§ and a simulato$ resulting from combining all the
individual simulators5;. So the statistical distance between
the views ofH* bounded by (k).

Sincek was chosen arbitrarily, this holds for ahyi.e.,
the views ofH* in real and ideal composed protocol have a
distance of at most which is negligible. Since the proof
was done for arbitraryi*, it follows that M1” is as secure as

M. 0

4.2 The Perfect Case

The above proof can easily be modified to show con-
current composition in the case of perfect security (itee, t
views of the honest user must be identical and not only sta-
tistically close). However, there is a simpler argumemgsi
the results of [29]. They show that in the perfect case, stan-
dard and universal security coincide. Since for universal
security, secure polynomially bounded concurrent compos-
ability is possible [15, 10], we immediately get

Theorem 4.3(Polynomially Bounded Concurrent Compo-
sition Theorem, perfect caseThe Polynomially Bounded
Concurrent Composition Theorem 4.2 also holds in the case
of perfect standard security.

5 Conclusions

Composability properties of notions of simulatable secu-
rity are of great importance when designing and analysing
protocols modularly. Here, already some results are known,
but the practically very significant question of polynortyial

bounded concurrent composability has not been answered

in the case of standard simulatability. In this work, we have
answered this open question for all flavours of standard sim-
ulatability. This clarifies all previously unknown relati®
among the different flavours of simulatability and composi-
tional properties as depicted in Figure 1.

More specifically, we have shown that computa-
tional standard simulatability does not imply polynomyall
bounded concurrent composability. This does not only set-
tle an open problem from [10]. It also has practical impli-
cations: many cryptographic protocol constructions in the
spirit of [41, 26] make use of a polynomial number of sub-
protocols. Our results show that due to the lack of poly-
nomially bounded concurrent composability, computationa
standard security is not well suited to analyse such constru
tions modularly. Hence, computational universal or black-
box security should be preferred over computational stan-
dard security wherever possible, especially since alltprac
cal protocol constructions known to the authors are already
proven secure with respect to these stronger notions.

On the other hand, we showed that in the statistical case,
polynomially bounded concurrent composability is indeed
guaranteed by standard simulatability. However, we still
recommend the use of universal or black-box simulatability
even in the statistical case, since the simulator congduct
in our proof needs much more computational power than
the simulator for the uncomposed protocol. In contrast to
this, universal and black-box simulatability guarantee th
existence of a simulator whose complexity is polynomial in
the complexity of the real adversary.

Acknowledgements We are indebted to Michael Backes
for many helpful comments and improvements. We also
thank Ran Canetti and Jorn Miller-Quade for valuable dis-
cussions. This work was partially funded by the EC project
PROSECCoO under 1ST-2001-39227. Most of this work
was done while the first author was with the Institut fir Al-
gorithmen und Kognitive Systeme, Arbeitsgruppe System-
sicherheit, Prof. Dr. Th. Beth, Universitat Karlsruhe.

References

[1] Michael Backes. A cryptographically sound Dolev-
Yao proof of the Otway-Rees protocol. In
Pierangela Samarati, Peter Y.A. Ryan, Dieter Goll-
mann, and Refik Molva, editorsComputer Se-
curity, Proceedings of ESORICS 2Q04umber
3193 in Lecture Notes in Computer Science, pages
89-108. Springer-Verlag, 2004. Online avail-
able atht t p: // www. i nf sec. cs. uni - sb. de/
~backes/ paper s/ Back_04Q wayRees. ps.

Michael Backes and Markus Dirmuth. A cryp-
tographically sound Dolev-Yao security proof of
an electronic payment system. Ih8th IEEE
Computer Security Foundations Workshop, Pro-
ceedings of CSFW 2005pages 78-93. IEEE
Computer Society, 2005. Extended version on-
line available at http://ww. zurich.ibm

(2]



(3]

(4]

(5]

(6]

[7]

(8]

9]

coni security/ publications/ 2004/
BaDu2004Paynent CL. pdf.

Michael Backes and Christian Jacobi. Cryptographi-
cally sound and machine-assisted verification of secu-
rity protocols. In Helmut Alt and Michel Habib, ed-

itors, 20th Annual Symposium on Theoretical Aspects [10]

of Computer Science, Proceedings of STACS 2003
number 2607 in Lecture Notes in Computer Science,
pages 675-686. Springer-Verlag, 2003.

Michael Backes and Birgit Pfitzmann. Computa-
tional probabilistic non-interference. In Dieter Goll-
mann, Ginter Karjoth, and Michael Waidner, editors,
Computer Security, Proceedings of ESORICS 2002
number 2502 in Lecture Notes in Computer Science,
pages 1-23. Springer-Verlag, 2002. Online avail-
able athtt p: // ww. i nfsec. cs. uni - sh. de/
~backes/ paper s/ BaPf _02ESCRI CS. ps.

Michael Backes and Birgit Pfitzmann. A crypto-
graphically sound security proof of the Needham-
Schroeder-Lowe public-key protocol. In Paritosh K.
Pandya and Jaikumar Radhakrishnan, editBosin-
dations of Software Technology and Theoretical Com-
puter Science, Proceedings of FSTTCS 200@nber
2914 in Lecture Notes in Computer Science, pages 1—
12. Springer-Verlag, 2003. Extended version online
availableahttp: //eprint.iacr.org/ 2003/

121. ps.

Michael Backes and Birgit Pfitzmann. Intransi-
tive non-interference for cryptographic purposes.
In IEEE Symposium on Security and Privacy,
Proceedings of SSP 200%ages 140-152. IEEE
Computer Society, 2003. Online available at
http://ww. zurich.ibm conm ~nbc/

paper s/ BaPf _03Cakl and. ps.

Michael Backes and Birgit Pfitzmann. Relating sym-
bolic and cryptographic secrecy. IlEEE Sym-
posium on Security and Privacy, Proceedings of
SSP 2005pages 171-182. IEEE Computer Society,
2005. Extended version online availablehtt p:
[leprint.iacr.org/2004/300. ps.

Michael Backes, Birgit Pfitzmann, Michael Steiner,
and Michael Waidner. Polynomial fairness and live-
ness. In15th IEEE Computer Security Foundations
Workshop, Proceedings of CSFW 20@2ges 160—
174. IEEE Computer Society, 2002. Online avail-
able atht t p: / / www. zuri ch. i bm conf ~nbc/
paper s/ BPSW 02Li veness. ps.

Michael Backes, Birgit Pfitzmann, and Michael Waid-
ner. A composable cryptographic library with nested

[11]

[12]

[13]

[14]

[15]

[16]

[17]

operations. Inl0th ACM Conference on Computer
and Communications Security, Proceedings of CCS
2003 pages 220-230. ACM Press, 2003. Extended
abstract, extended version online availablétat p:

[/l eprint.iacr.org/2003/015. ps.

Michael Backes, Birgit Pfitzmann, and Michael

Waidner. A general composition theorem for

secure reactive systems. In Moni Naor, editor,
Theory of Cryptography, Proceedings of TCC

2004 number 2951 in Lecture Notes in Computer
Science, pages 336-354. Springer-Verlag, 2004.
Online available at http://ww. zurich.

i bm com security/publications/ 2004/

BaPf WA2004Mor eGener al Conposi ti on.

pdf .

Michael Backes, Birgit Pfitzmann, and Michael Waid-
ner. Secure asynchronous reactive systems. IACR
ePrint Archive, March 2004. Online available at
http://eprint.iacr.org/2004/082. ps.

Donald Beaver. Foundations of secure interactive
computing. In Joan Feigenbaum, editAdvances in
Cryptology, Proceedings of CRYPTO ;9ilmber 576

in Lecture Notes in Computer Science, pages 377—
391. Springer-Verlag, 1992.

Ran Canetti. Studies in Secure Multiparty Com-
putation and Applications PhD thesis, Weiz-
mann Institute of Science, 1995. Online avail-
able athttp://ww. wi sdom wei znmann. ac.

i 1/ ~oded/ PS/ ran- phd. ps.

Ran Canetti. Security and composition of multi-
party cryptographic protocoldournal of Cryptology
3(1):143-202, 2000. Full version online available at
http://eprint.iacr.org/1998/018. ps.

Ran Canetti. Universally composable security:
A new paradigm for cryptographic protocols. In
42th Annual Symposium on Foundations of Com-
puter Science, Proceedings of FOCS 20@hges
136-145. IEEE Computer Society, 2001.  Full
version online available ahtt p://ww. eccc.

uni -trier.de/eccc-reports/ 2001/

TRO1- 016/ revi sn01. ps.

Ran Canetti. Universally composable security: A new
paradigm for cryptographic protocols. #2th Annual
Symposium on Foundations of Computer Science, Pro-
ceedings of FOCS 200pages 136-145. IEEE Com-
puter Society, 2001.

Ran Canetti. Personal communication with one of the
authors at TCC 2004, February 2004.



[18] Ran Canetti. Universally composable security: A new [26] Oded Goldreich, Silvio Micali, and Avi Wigderson.

[19]

[20]

[21]

[22]

(23]

[24]

[25]

paradigm for cryptographic protocols. IACR ePrint
Archive, January 2005. Full and revised version of
[16], online available ahtt p://eprint.iacr.

or g/ 2000/ 067. ps.

Ran Canetti. Universally composable security: A new
paradigm for cryptographic protocols. IACR ePrint
Archive, January 2005. Online available latt p:
[leprint.iacr.org/2000/067.ps.

Ran Canetti and Jonathan Herzog. Universally com-

[27]

posable symbolic analysis of cryptographic proto- [28]

cols. IACR ePrint Archive, September 2005. Online
availableahttp: //eprint.iacr.org/ 2004/
334. ps.

Ran Canetti, Yehuda Lindell, Rafail Ostrovsky, and
Amit Sahai. Universally composable two-party and
multi-party secure computation. 84th Annual ACM
Symposium on Theory of Computing, Proceedings of
STOC 2002pages 494-503. ACM Press, 2002. Ex-
tended abstract, full version online availabléat p:
[leprint.iacr.org/2002/140. ps.

Claude Crépeau, Jeroen van de Graaf, and Alain
Tapp. Committed oblivious transfer and private multi-

party computation. In Don Coppersmith, editor,

Advances in Cryptology, Proceedings of CRYPTO
'95, number 963 in Lecture Notes in Computer Sci-

ence, pages 110-123. Springer-Verlag, 1995. On-
line available athtt p: // www. cs. ncgil | . ca/

~cr epeau/ PS/ CGT95. ps.

Oded Goldreich. Secure multi-party com-
putation. Unpublished, online available at
http://ww. wi sdom wei zmann. ac.il/
~oded/ PS/ pr ot . ps, October 2002.

Oded Goldreich. Foundations of Cryptography —
Volume 2 (Basic Applications) Cambridge Univer-
sity Press, May 2004. Previous version online avail-
able athttp://ww. w sdom wei zmann. ac.
il/~oded/frag. htm .

Oded Goldreich and Hugo Krawczyk. On the
composition of zero-knowledge proof systems. In
Mike Paterson, editorAutomata, Languages and
Programming, 17th International Colloquium, Pro-
ceedings of ICALP 90 number 443 in Lecture

[29]

[30]

[31]

[32]

Notes in Computer Science, pages 268—-282. Springer{33]

Verlag, 1990. Extended version online avail-
able athttp://ww. w sdom wei zmann. ac.
i |/ ~oded/ PS/ zk- conp. ps.

How to play any mental game—a completeness the-
orem for protocols with honest majority. INine-
teenth Annual ACM Symposium on Theory of Com-
puting, Proceedings of STOC 1987ages 218-229.
ACM Press, 1987. Extended abstract.

Shafi Goldwasser, Silvio Micali, and Charles Rackoff.
The knowledge complexity of interactive proof sys-
tems. SIAM Journal on Computingl8(1):186—208,
1989.

Dennis Hofheinz, Jérn Miller-Quade, and Dominique
Unruh. Polynomial runtime in simulatability defini-
tions. In18th IEEE Computer Security Foundations
Workshop, Proceedings of CSFW 20@&ges 156—
169. IEEE Computer Society, 2005. Online available
at http://iaks-ww.ira.uka.de/ home/
unruh/ publications/continuously_

pol ynonmi al . ps.

Dennis Hofheinz and Dominique Unruh. Comparing
two notions of simulatability. In Joe Kilian, editor,
Theory of Cryptography, Proceedings of TCC 2005
number 3378 in Lecture Notes in Computer Science,
pages 86—103. Springer-Verlag, 2005.

Dennis Hofheinz and Dominique Unruh. On the no-
tion of statistical security in simulatability definitions

In Jianying Zhou and Javier Lopez, editotsfor-
mation Security, Proceedings of ISC 20Gtumber
3650 in Lecture Notes in Computer Science, pages
118-133. Springer-Verlag, 2005. Online available at
http://eprint.iacr.org/2005/032. ps.

Jan Jirjens. Secure information flow for concur-
rent processes. In Catuscia Palamidessi, editon-
currency Theory, Proceedings of CONCUR 2000
number 1877 in Lecture Notes in Computer Sci-
ence, pages 395-409. Springer-Verlag, 2000. On-
line available aht t p: / / wwbr oy. i n. t um de/

~j uerj ens/ paper s/ J00eWeb. ps. gz.

Yehuda Lindell. General composition and universal
composability in secure multi-party computation. In
44th Annual Symposium on Foundations of Computer
Science, Proceedings of FOCS 20038ges 394-403.
IEEE Computer Society, 2003. Full version online
availableahttp: //eprint.iacr.org/ 2003/
141. ps.

Daryl McCullough. Specifications for multi-level se-
curity and a hook-up property. IEEE Symposium on
Security and Privacy, Proceedings of SSP,’'B@ges
161-166. IEEE Computer Society, 1987.



[34] Daryl McCullough. Noninterference and the compos- [42] Aris Zakinthinos and E. Stewart Lee. The compos-

[35]

[36]

[37]

[38]

[39]

[40]

[41]

ability of security properties. IlEEE Symposium on
Security and Privacy, Proceedings of SSP,’'B8ges
177-186. IEEE Computer Society, 1988.

Silvio Micali and Phillip Rogaway. Secure computa-
tion. In Joan Feigenbaum, editéxdvances in Cryp-
tology, Proceedings of CRYPTO 'Qdumber 576 in

Lecture Notes in Computer Science, pages 392—-404.

Springer-Verlag, 1992. Abstract.

Birgit Pfitzmann and Michael Waidner. Composi-
tion and integrity preservation of secure reactive sys-
tems. In7th ACM Conference on Computer and
Communications Security, Proceedings of CCS 2000
pages 245-254. ACM Press, 2000. Extended version
online available athtt p: //www. senper. or g/

si rene/ publ / Pf WA_00Conpl nt . ps. gz.

Birgit Pfitzmann and Michael Waidner. A model for
asynchronous reactive systems and its application to
secure message transmissionlEEE Symposium on
Security and Privacy, Proceedings of SSP 2Qhes
184-200. IEEE Computer Society, 2001. Full version
online available ahttp: //eprint.iacr.org/
2000/ 066. ps.

Dominik Raub, Jorn Miller-Quade, and Rainer Stein-
wandt. On the security and composability of the one
time pad. In Peter Vojtas, Maria Bielikova, Bernadette
Charron-Bost, and Ondrej Sykora, editorBheory
and Practice of Computer Science, Proceedings of
SOFSEM 2005 number 3381 in Lecture Notes in
Computer Science, pages 288-297. Springer-Verlag,
2005. Extended version online availablehtt p:
[leprint.iacr.org/2004/113. ps.

Ronald L. Rivest, Adi Shamir, and David A. Wagner.
Time-lock puzzles and timed-release crypto. Tech-
nical Report MIT/LCS/TR-684, Massachusetts Insti-
tute of Technology, February 1996. Online available
athttp://theory.lcs. mt.edu/ ~rivest/

Ri vest Shani r Wagner - ti nel ock. ps.

Andrew Chi-Chih Yao. Theory and applications of
trapdoor functions. 1i23th Annual Symposium on
Foundations of Computer Science, Proceedings of
FOCS 1982 pages 80-91. IEEE Computer Society,
1982.

Andrew Chi-Chih Yao. How to generate and exchange
secrets. Ir27th Annual Symposium on Foundations of
Computer Science, Proceedings of FOCS 192@es
162-167. IEEE Computer Society, 1986. Extended
abstract.

ability of non-interference. I8th IEEE Computer Se-
curity Foundations Workshop, Proceedings of CSFW
1995 pages 2-8. IEEE Computer Society, 1995.



