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## 1) Shattering

break graph into small components
i) Degree Reduction
ii) LOCAL Shattering Ghaffari [SODA'16]
2) Post-Shattering
solve problem on remaining components
i) Gathering of Components
ii) Local Computation
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## Subsample

subsample nodes independently

## Conquer

compute random MIS in subsampled graph

- gather connected components
- locally compute random 2-coloring $\square$
- add a color class to MIS

Non-subsampled High-Degree Node

- w.h.p. has many subsampled neighbors
- thus w.h.p. has at least one MIS neighbor
- hence will be removed from the graph



## Algorithm Outline

## 1) Shattering

break graph into small components
i) Degree Reduction Iterated Subsample-and-Conquer
ii) LOCAL Shattering Ghaffari [SODA'16]

## 2) Post-Shattering

solve problem on remaining components
i) Gathering of Components Distributed Union-Find
ii) Local Computation

## Conclusion
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