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Abstract

We present an automatic software based approach for build-
ing extremely high resolution panoramic mosaics from im-
ages captured by an off-the-shelf pan tilt zoom camera.
Using numerous zoomed-in images from such a camera,
existing mosaicing algorithms could theoritically build gi-
gapixel images. However the large number of images that
must be processed makes such approaches impractical. Our
stratified approach for high resolution panoramic imagery,
first constructs a coarse panorama of the scene and then
adds in detail from a zooming camera, in a top-down multi-
resolution fashion. Our approach uses both feature based
and direct intensity based image alignment methods. Both
the geometric calibration (intrinsic parameters and radial
distortion) as well as the photometric calibration and align-
ment is done automatically. Our fully calibrated panoramas
are represented as multi-resolution pyramids of cubemaps.
We align hundreds of images captured within a 1-12X zoom
range and show results from two datasets captured from
cameras placed in an uncontrolled outdoor scene.

1. Introduction

Omnidirectional cameras use special sensors to simultane-
ously image a scene with a large field of view (FOV) often
from a single viewpoint. Such cameras typically capture
low-resolution images and have a limited range of scale.
High-resolution panoramic cameras require special hard-
ware and can be extremely expensive. Static scenes how-
ever do not require simultaneous imaging. Hence multiple
images, (each with a small FOV) captured over time can
be aligned and composited into a complete panorama using
image mosaicing algorithms [1, 2, 8, 9]. Such methods re-
quire an overlap between adjacent images, and are imprac-
tical for building high resolution full-view mosaics as they
cannot efficiently handle a large number of images.

We propose to use affordable off-the-shelf pan-tilt-zoom
(PTZ) cameras to construct high resolution panoramic mo-
saics. These cameras by virtue of their large zoom range
can view a scene at a range of scale much larger than an
omnidirectional camera. At its finest scale, it can capture
high-resolution imagery whereas a large range of pan and
tilt gives it a large virtual FOV. Hence the PTZ camera com-
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Figure 1: Cube Map Mosaic of 84 images from a PTZ Cam-
era. (a) mapped on a cube.(b) 6 faces unfolded on a plane.
PTZ Cameras - (¢) Sony SNC-RZ30 (d) Canon VB-CI10.

bines the best of both worlds at an affordable cost.
In our coarse to fine approach, first a coarser version of the
mosaic is computed by stitching overlapping images cap-
tured from a rotating camera at a small fixed value of zoom.
During this step, the intrinsics, radial distortion parameters
and the photometric calibration of the PTZ camera are also
determined. Next the camera repeatedly sweeps its FOV
with increasing zoom, thus acquiring images of the same
scene with more and more detail. These images are in-
dependently aligned with an existing mosaic to produce a
version with higher resolution. Adjacent images do not re-
quire much overlap, and hence for a particular scene, a min-
imum number of images are processed. The camera zoom
is doubled for each acquisition phase and higher resolution
mosaics are computed iteratively to form a multi-resolution
pyramid of cubemap mosaics. The faces of a cubemap (see
Fig. 1(a,b) represents an omnidirectional image from a cam-
era whose projection center is at the center of the cube. This
representation is suitable as images from a purely rotating
and zooming camera are related by a 2D homography [4].
We use two types of PTZ Cameras, the Canon VB-C10
and Sony SNC-RZ30 (see Fig. 1). They have large pan and
tilt range, 16X-25X maximum optical zoom, 300K-400K
pixel CCDs with horizontal FOV ranging from 47 to 2°-3°
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when fully zoomed in. The Canon and Sony cameras can
capture upto 1.12 and 3.09 gigapixels at maximum optical
zoom respectively. However the PTZ controls of these cam-
eras are not repeatable and precise calibration can only be
obtained from the images themselves [10]. Our method re-
lies on robust sub-pixel image alignment [5, 7]. We use ro-
bust feature-based methods [3, 4] initially but adopt direct
intensity-based methods [5] for accuracy once the images
are roughly registered and photometrically aligned. The
dense sampling of rays present in high-resolution mosaics
is key to high fidelity 3D reconstruction of wide-area envi-
ronments, image-based rendering and activity detection at
multiple levels of detail in surveillance systems. Section 2
discusses the relevant theory while our multi-resolution ap-
proach is described in Sections 3. We present experimental
results in Section 4 and conclude with scope for future work
in Section 5.

2. Theory and Background Work
2.1 Camera Model

We chose a simple pin-hole camera model where the cam-
era’s center of rotation is fixed and coincides with the cen-
ter of projection while it is rotating and zooming. Such
an assumption is valid, when the PTZ camera is used out-
doors or in large environments where the shift of the cam-
era center is small compared to its distance to the observed
scene. Our experiments have shown that the Canon VB-
C10 and Sony SNC-RZ30 surveillance cameras follow this
model with reasonable accuracy. In the pin-hole model (see
Fig. 3) for the perspective camera, a point X, in 3D pro-
jective space P2 projects to a point x, on the 2D projective
plane P? (the image plane). This can be represented by a
mapping f : P3 — P2 such that x = PX , P being the
3 x 4 rank-3 camera projection matrix (see Eq. 1).
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Figure 3: Left : The pin-hole camera model. Right : Cam-
era undergoing pan-tilt rotation and zoom.

where K represents the camera intrinsics while R and t
represents the camera orientation and position in the world
coordinate system. The matrix K can be expressed in terms
of o, s, f, p, and p, (Eq. 1), where o and s are the cam-
era’s x:y pixel aspect ratio and skew (we assume zero skew,
hence s=0); f its focal length in pixels, (p;,p,) its principal
point and z its current zoom.

Most cameras deviate from a real pin-hole model due to ra-
dial distortion which becomes more prominent for shorter
focal lengths. The 3D point X which projects to x =
(X,¥,1) under the pin-hole model actually gets imaged at
(x4,yq) due to radial distortion as shown in Eq. 2.

(1) -

7 = /22 4 §? is the radial distance of x from the center
of distortion (x,y.) (assumed to coincide with the principal
point) and L(T) is a distortion factor determined by 7. The
function L(r) is represented as L(r) = 1+#11r%+k2r? and
(K1, k2) is the parametric model for radial distortion. For a
PTZ Camera, the focal length f , the principal point (p;,p,)
and coefficients of radial distortion (x; and ko) are func-
tions of the zoom. A method for computing the parameters
over the camera’s full zoom range is described in [10].
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2.2 Rotating and Zooming Cameras

Here we consider the case of a rotating and zooming cam-
era. Let z and z’ be the images of X taken at two dif-
ferent instants by a camera that is either zooming or ro-
tating or both. These points, x and z’ are related to X
asz = K[R t]X and 2/ = K'[R’ t]X where t = 0.
Hence, 2’ = K'R/R~1K~1x. In our model, the intrinsics
remain the same for pure rotation at constant zoom, and
hence this equation reduces to ' = KR, K~ 1x where
Ryei = R'R7! represents the relative camera rotation
about its projection center between the two views and K
is the camera intrinsic matrix for that particular zoom level.
Similarly for a zooming camera with fixed center of projec-
tion, ' = K’K~'x. These homographies are represented
by Hyot and H,o0om (see Eq. 3).

Hrot = KRK?I Hzoom = KlKil (3)

3. The Multi-resolution Approach

Conventional mosaic algorithm [2, 8, 9] would be infeasi-
ble for stitching hundreds of images all captured at high-
zoom to build extremely high resolution full-view mosaics.
For instance, assuming 50% overlap between adjacent im-
ages, the SNC-RZ30 must capture 21,600 images at 25X
zoom (full FOV of 3.167 steradians) while the VB-C10
needs 7800 images at 16X zoom (full FOV of 2.557 steradi-
ans). By adopting a coarse to fine multi-resolution scheme,
where images captured at a particular zoom are aligned
with a mosaic built from images at half the present zoom,
approximately half of the above image count would be
needed at full zoom. The multi-resolution framework itself
does require additonal images to be captured at intermedi-
ate zooms. However by using a top-down pruning scheme,
we reduce the number of images captured by avoiding high
zoom in areas where detail is absent (see Section 3.3).
Figure 4(a) gives an overview of our approach. Phase I,
dealing with building the base cubemap Cy (for the lowest
zoom) and geometric calibration of the camera, is described
in [10]. Section 3.1 describes the extension to include pho-
tometric calibration. This allows a consistent blending of
the base cubemap. Phase II outlined in Fig. 4(b) involves
building a cubemap, C', of size 2N x 2N pixels from im-
ages captured at zoom level z using the cubemap C',_; of
size N x N computed previously from images at roughly
half the zoom. The recorded pan pj, tilt t'; associated with
every captured image 7 is used to generate an image from
the calibrated cubemap C,_; at half the resolution. For a
perfectly repeatable camera, these two images denoted by A
and B in Fig. 4(b) should be perfectly aligned. The SNC-
RZ30 and VB-C10 however require additional alignment
because of the inherent non-repeatability of the PTZ con-
trols. First a feature based method [4] (Chap.3, page 108)

Phase [

- . Base Cubemap C() iy
Acquire Overlapping Estimate Intrinsics e
Imagesat zoom 7, Photometric Calibration P

t
'
Phase T
Reference CubeMap CM, ¢ =— C)

Forz=7, t0 7
110 7%

€, ~— ResizeDouble( CM, )

Forj=0to (z)

[FcalurcBusud/\lignmcmlo oM, ]
Process e

Image I [Eslimale Exposure & Photometric Alignment toCM,

captured in direction

(CHES)

[ Intensity Based Alignment to CM, ¢ ]
Update C,

(a) {C,} forz=7, to 2 is the CubeMap Pyramid

CM .- C
ref z

z .z
™ = | Geometric Transfer| = py G
ref J ]

Feature—based Alignment, Compute T
transfer A

[ Estimate T2 Intensity—based ]

1 T2 Update CZ = D

T=T,

(b)

Figure 4: (a) Overview of our method. (b) Phase II : Coarse
to Fine Cubemap pyramid construction.

is employed which works in the presence of outliers as well
as intensity changes in the two images. Once the images
are roughly aligned, the exposure of this new image, A’ is
estimated (see Section 3.1). Now accurate and robust align-
ment is performed by an intensity based method described
in Section 3.2. Once the cubemap at zoom level z is built, its
becomes the base cubemap for the next level. Every level of
the cubemap pyramid is initialized from the previous level
by bilinear interpolation.

3.1. Robust Radiometric Calibration

The intrinsic calibration of a PTZ camera of [10] is ex-
tended here to include photometric calibration. The cam-
era senses a high range of radiance (brightness intensity) in
the scene while acquiring images in auto-exposure mode.
Hence the captured images have different exposures and
must be transformed to a common exposure before they can
be blended into a single mosaic. The camera’s response
function is robustly estimated from the overlapping images
captured at its lowest zoom in Phase I and the exposures of
all the images are computed using the method described in
[6]. The pixel correspondences required by this method are
obtained from an accurate sub-pixel registration of all the



images, [10] based on Bundle Adjustment [11]. Once the
camera’s response function is known, the exposure of every
subsequent zoomed-in image captured in Phase II can be es-
timated using the same method after registering it to a mo-
saic of known exposure. The results of blending the stitched
images after photometric alignment is shown in Fig. 5(a,b).

3.2. Image Alignment

Accurate sub-pixel image alignment is key to building ac-
curate mosaics. Phase I and the initial alignment step for
every image in Phase II of our method uses an implementa-
tion of the RANSAC-based [3] robust estimation algorithm
described in [4] (Chap.3, page 108). In the presence of suf-
ficient reliable corners, an affine homography is estimated.
However when reliable corners are absent, the feature-based
method falls back on computing homographies with fewer
degrees of freedom ie. a similarity transformation or a trans-
lation. When the image contains substantial non-rigid mo-
tion, for eg. fairly zoomed in images of moving branches
and leaves, this step typically fails and a direct intensity
based registration is attempted.

During Phase 11, a direct intensity based method is used to
improve the registration between the current image and the
reference cubemap. A Coarse-to-fine Lukas Kanade optic
flow estimation [7] is computed followed by a RANSAC
step to fit an affine model to the observed optic flow in the
presence of outliers. Hence even when images contain mov-
ing objects like vehicles, trees, branches, leaves etc. the
static portions of the scene are registered accurately since
they satisfy an affine flow whereas the moving objects are
treated as outliers. The presence of moving objects, mov-
ing shadows could be removed as described in [5]. Small
motion at a coarser scale gets accentuated when the camera
zooms in and hence alignment fails beyond a certain zoom
level. Fig. 5(c) shows some examples where the RANSAC-
based affine flow computation produces a good registration
of the static parts of the scene even in the presence of shad-
ows that move with time and moving objects and people.

3.3. Image Acquisition

The computational infeasibility of directly constructing a
high resolution mosaic was described in Section 3. Building
the mosaic pyramid in a coarse to fine fashion requires mul-
tiple acquistion passes, which captures the scene at a range
of scales. This requires us to inspect images at a coarser
scale (low zoom) to decide which parts of the scene contain
detail. Often large portions of the scene contain textureless
regions, for eg. the sky, walls, roads. We avoid zooming
into such homogeneous regions and reduce the number of
image acquired considerably. In order to complete acquisi-

Figure 5: Front face of a base cubemap rendered (a) without
photometric alignment and (b) with photometric alignment.
(c) Image Alignment: The 3 columns show the captured
frame, the corresponding image generated from the cube-
map and the aligned image pair (the first one overlaid on the
second) respectively. In the 2nd and 4th images, in spite of
moving shadows (images were taken far apart in time), the
static parts of the scene are accurately aligned.



Figure 6: Shaded regions on the base mosaic (1X zoom), in-
dicating where images were captured at zoom levels 4X and
8X respectively. Regions like the sky were skipped when
the camera zoomed in.

tion quickly, we do not wait to first build the calibrated base
cubemap before subsequent passes at higher zoom. Instead
an approximate calibration is used to backproject pixels into
rays and effectively decide on the basis of texture analysis,
whether the image at a specific PTZ value should be cap-
tured or skipped. An image block, where the eigen values of
its second moment matrix are large, is mapped to a ray us-
ing the corresponding pan and tilt values, which is inserted
into a kd-tree [1]. While scanning the scene in the next
pass, a range query within this kd-tree returns a ray-count
within the camera’s FOV. Viewing directions correspond-
ing to a low count contain mostly textureless regions in the
scene. These images are skipped at the current and subse-
quent zoom levels. Our approach will miss texture present
at finer scales which are filtered at coarser scales. However
this allows us to directly acquire a compressed version of a
very high resolution image instead of acquiring a raw image
and then compressing it using lossy techniques. The result
of pruning at two higher zoom levels is shown in Fig. 6.

4. Implementation and Results

We built two cubemap pyramids, one each from images cap-
tured by a Sony SNC-RZ30 and a Canon VB-C10 camera
placed outdoors looking at a construction site (see Fig. 7).
The 1024 x 1024 pixel (face size) base cubemaps were built
by stitching 15 and 9 overlapping images respectively. In
each case the multi-resolution pyramids had five levels upto
a resolution of 16K x 16K pixels. The camera captured 15-
20 images ie. 5-6.5 Mpixels at 3X zoom. About 70-95
images were captured at 6X zoom, which produced 21.5-
29 Mpixels. Finally 300-350 images were captured at 12X
zoom, out of which 200-250 were successfully aligned and
hence contributed 62-77 Mpixels. These unique pixels in
addition to the pixels interpolated from lower levels in the
pyramid made up the faces of all the cubemaps. Scenel and
Scene?2 (Fig. 7) were processed in 1-1.5 hrs on a 1.5 GHz
Notebook Computer with 512 MB RAM. Each of the origi-
nal images were 640 x 480 pixels (1:10 compressed jpg). In
our implementation for the multi-scale mosaic pyramid con-
struction, we used a tile-based representation for the large

cubemap faces and processed them out-of-core using a im-
age tile cache with FIFO block replacement strategy. This
implementation is scalable and can potentially create gi-
gapixel images for full-view panoramas by processing upto
a few thousand images to build six full cubemap faces at
16 K x 16 K pixel resolution.

5. Conclusions and Future Work

An algorithm to construct full-view, high resolution cube-
map mosaics using a rotating and zooming PTZ camera is
presented. Our coarse to fine approach based on robust im-
age alignment builds a multi-resolution pyramid represen-
tation of the cubemap. Currently our cameras capture in-
dividual images, hence acquisition is slow. A faster video
based capture will be explored in future in order to build 1+
gigapixel images. This will allow motion segmentation of
moving objects which can be removed automatically result-
ing in more accurate background mosaics.
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Figure 7: Results: Two Cubemap pyramids with 5 levels were built, where each face had 1K, 2K, 4K, 8K and 16K sq.
pixels. Certain zoomed-in sections (512 x 512 actual image pixels) are shown above. Column 1 and 2 shows the Level
of Detail for two parts of Scene 1. Column 3 and 5 shows two parts of Scene 2 at different level of detail. Compare the
resolution with Column 4 and 6 showing the same view enlarged from the 1K x 1K base cubemap.



