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Limitations of Existing Compression Formats
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Limitations of Existing Compression Formats

General formats 

optimize for storage

Specialized formats assume 

specific matrix structures

and patterns (e.g., diagonals)

Expensive discovery of 

the positions 

of non-zero elements

Narrow 

applicability
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SMASH
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SMASH

Hardware/Software cooperative mechanism:

• Enables highly-efficient sparse matrix compression and computation

• General across a diverse set of sparse matrices and sparse matrix operations
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SMASH ISA

Hardware/Software cooperative mechanism:

• Enables highly-efficient sparse matrix compression and computation

• General across a diverse set of sparse matrices and sparse matrix operations
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Key Results

SMASH
•38% and 44% speedup 

for SpMV and SpMM

Hardware Overhead
•0.076% area overhead over an

Intel Xeon CPU
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