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ABSTRACT
DRAM cells store data in the form of charge on a capacitor. This
charge leaks off over time, eventually causing data to be lost. To pre-
vent this data loss from occurring, DRAM cells must be periodically
refreshed. Unfortunately, DRAM refresh operations waste energy
and also degrade system performance by interfering with memory
requests. These problems are expected to worsen as DRAM density
increases.

The amount of time that a DRAM cell can safely retain data
without being refreshed is called the cell’s retention time. In current
systems, all DRAM cells are refreshed at the rate required to guaran-
tee the integrity of the cell with the shortest retention time, resulting
in unnecessary refreshes for cells with longer retention times. Prior
work has proposed to reduce unnecessary refreshes by exploiting
differences in retention time among DRAM cells; however, such
mechanisms require knowledge of each cell’s retention time.

In this paper, we present a comprehensive quantitative study
of retention behavior in modern DRAMs. Using a temperature-
controlled FPGA-based testing platform, we collect retention time
information from 248 commodity DDR3 DRAM chips from five
major DRAM vendors. We observe two significant phenomena: data
pattern dependence, where the retention time of each DRAM cell is
significantly affected by the data stored in other DRAM cells, and
variable retention time, where the retention time of some DRAM
cells changes unpredictably over time. We discuss possible physical
explanations for these phenomena, how their magnitude may be
affected by DRAM technology scaling, and their ramifications for
DRAM retention time profiling mechanisms.
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1. INTRODUCTION
Modern main memory systems are typically composed of dy-

namic random-access memory (DRAM). A DRAM cell stores one
bit of information by storing charge on a capacitor. This charge
leaks over time, causing data to be lost. In order to maintain data
integrity, this lost charge must be restored periodically, a process
referred to as DRAM refresh. These refresh operations cause both
performance degradation and increased energy consumption, both
of which are expected to worsen as DRAM density increases.

DRAM cells leak charge at different rates due to process variation.
As a result, each DRAM cell’s retention time — the time a cell can
go without being refreshed while still storing enough charge to be
able to be read correctly — is different. Taking advantage of this
fact, prior work has aimed to reduce the effect of DRAM refresh on
performance and energy by keeping track of weak cells with lower
retention times [1, 17, 23, 28, 35, 38]. This is made possible by the
fact that there are relatively few weak cells in a DRAM system. By
knowing which cells are weak, the mechanisms proposed by prior
work can lower the refresh rate for all other cells in the DRAM,
which results in both performance and energy benefits over the
existing mechanism in use today that refreshes all cells every 64 ms.

Prior work assumes that the retention time of DRAM cells can be
easily measured or profiled, and the ability of such prior mechanisms
to guarantee data integrity relies on having an accurate profile. In
this work, we identify some difficulties in DRAM retention time
profiling that challenge the assumptions made by prior work:

• Most prior work has assumed that writing simple data patterns
such as “all 1s” and “all 0s” is sufficient to find all DRAM cells
with a given retention time. However, the retention time of each
DRAM cell is strongly affected by the value stored both in that
cell and in nearby cells due to circuit-level crosstalk effects [21,
26]. We find that, in some devices, testing with all 1s and all 0s
identifies less than 15% of all weak cells. Furthermore, the pre-
cise effect of this data pattern dependence effect varies between
devices due to variation in DRAM array circuit design between
manufacturers and DRAM processes.

• Prior work has identified a phenomenon called variable retention
time (VRT) in which DRAM cells shift randomly between multi-
ple retention time states [31, 39]. This complicates retention time
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profiling because VRT can cause a cell’s retention time to drop
significantly below its measured value; even a safety margin of 2x
may not suffice to guarantee correctness in the presence of VRT.
We demonstrate that VRT is ubiquitous in modern DRAMs, and
that the timescale on which VRT occurs poses significant design
challenges to retention time profiling mechanisms.

In this paper, our goal is to empirically show that both data pattern
dependence and variable retention time are important issues that
must be addressed in order to ensure retention time profile accu-
racy. To this end, we collected retention time information from
248 commodity DDR3 DRAM chips from five major vendors and
demonstrate the problems that arise from each phenomenon. Our
key contributions are as follows:

• We present quantitative data on the retention time behavior of
DRAM cells in modern DRAM devices, including devices from
a variety of manufacturers and generations.

• We quantitatively evaluate the impact of two significant factors,
data pattern dependence and variable retention time, on the reten-
tion time of modern DRAM cells.

• We discuss the effects of data pattern dependence and variable
retention time on future DRAM scaling and retention time mea-
surement mechanisms, based both on our results and on an under-
standing of the underlying physical phenomena.

2. BACKGROUND AND MOTIVATION

2.1 DRAM Organization
A modern main memory DRAM system is organized hierarchi-

cally into channels, modules, and ranks, as shown in Figure 1a.
Each channel contains an independent set of command, address,
and data buses, and contains one or more DRAM modules. Each
module contains a number of DRAM chips that are grouped into

one or more ranks. A rank is a set of DRAM chips ganged together,
responding to commands in parallel. In a typical configuration, a
64-bit wide rank may consist of 8 DRAM chips each 8 bits wide,
such that a 64-bit transfer to or from the rank transfers 8 bits to or
from each chip in parallel.

Within each chip, DRAM cells are organized into two-dimensional
arrays called banks, as shown in Figure 1b. A DRAM cell consists of
a capacitor and an access transistor. Each access transistor connects
its associated capacitor to a wire called a bitline and is controlled by
a wire called a wordline. Cells sharing a wordline form a row. Each
bank also contains a row of sense amplifiers, where each sense am-
plifier is connected to a single bitline.1 This row of sense amplifiers
is called the bank’s row buffer.

In order to access the data stored in the cell array, the row contain-
ing the data must first be activated to place the data on the bitlines.
The process of activating a row is shown in Figure 2. Before a row
can be activated, all bitlines in the bank must first be precharged
to VDD/2 (Figure 2a). The row’s wordline is enabled (driven to
VDD), connecting all capacitors in that row to their respective bit-
lines (Figure 2b). This causes charge to flow from the capacitor to
the bitline (if the capacitor is charged to VDD) or vice versa (if the
capacitor is at 0 V), in what is known as charge sharing (Figure 2c).
Finally, in the sensing stage, the sense amplifier connected to that
bitline detects the voltage change and amplifies it, driving the bitline
fully to either VDD or 0 V (Figure 2d). Cells in the activated row
can then be read or written by sensing or driving the voltage on the
appropriate bitlines. To activate another row, the bitlines must be
returned to the precharged voltage of VDD/2.

1This is a slight simplification that will be expanded on in Sec-
tion 3.1.



2.2 DRAM Retention and Refresh
DRAM cells lose data because capacitors leak charge over time.

Since the parasitic capacitance of a DRAM bitline is very large
compared to the capacitance of a DRAM cell [13], the voltage
change that occurs during charge sharing (referred to as the voltage
perturbation) is small. As the amount of charge on the DRAM cell
capacitor decreases, the resulting perturbation decreases until the
sense amplifier is unable to reliably distinguish the perturbation
from noise. At this point, the data stored on the DRAM cell has
been lost. The amount of time that a DRAM cell can store data
before data loss occurs is called the cell’s retention time. Typically,
all DRAM cells are required to have a retention time greater than
64 ms [13]; devices that cannot meet this requirement are discarded.

In order to preserve data integrity, the charge on each capacitor
must be periodically restored or refreshed. Recall that when a row
is activated, sense amplifiers drive each bitline fully to VDD or 0 V.
Since each bitline is still connected to a cell capacitor at this time,
this causes the activated row’s cell capacitors to be fully charged to
VDD or 0 V as well. Hence, a row is refreshed by activating it.

In current DRAM interfaces, the memory controller issues refresh
commands to each DRAM rank at periodic time intervals. When a
DRAM chip receives a refresh command, it refreshes a small number
of its least-recently refreshed rows. For DDR3 DRAMs operating
below 85 ◦C, the average time between refresh commands (called
tREFI) is 7.8 µs [10]. Since DRAM cells are required to have a
retention time of at least 64 ms in this temperature range, and refresh
logic in existing DRAM chips refreshes each row at the same rate for
simplicity, all rows must be refreshed every 64 ms for correctness.
This implies that each row is refreshed by every 8192nd refresh
command, since 8192 × 7.8 µs ≈ 64 ms (the equality is inexact
since the DDR3 specification allows some refresh commands to
be issued early or late [10], increasing the maximum time between
refreshes that a row may observe).

2.3 DRAM Retention Time Profiling
The retention time of a DRAM cell depends on the leakage current

for that cell’s capacitor and access transistor, which differs between
cells due to manufacturing variation. To mitigate the substantial
energy and performance overheads incurred by DRAM refresh [23],
prior work [1, 17, 23, 28, 35, 38] has proposed mechanisms to
refresh DRAM cells with longer retention times less frequently,
decreasing the number of unnecessary refresh operations that are
performed. These mechanisms measure and store the retention
time of the DRAM cells in the system, then use these measured (or
profiled) retention times to adjust the refresh rate, selectively or for
the entire DRAM system. These prior works depend on the ability
to accurately and reliably profile DRAM retention times. Once a
profile has been created for a DRAM device, it is assumed that the
profile stays the same, and refresh decisions are made assuming that
the retention times in the profile are conservative enough to ensure
data integrity.

However, the retention time of a DRAM cell can also be affected
by factors that are not fixed at any single point in time, violating
such an assumption. Two of these factors in particular have not been
adequately explored by prior work:

• Data pattern dependence. A retention failure occurs when too
much charge has leaked away from a DRAM cell capacitor, such
that the voltage perturbation on the bitline that occurs during
charge sharing can no longer be sensed reliably, as discussed in
Section 2.2. However, the overall voltage change that occurs on
the bitline is also affected by noise. When a row is activated, all
bitlines in the bank are perturbed simultaneously, as described

in Section 2.1. As a result, the following two major sources of
bitline noise are data-dependent (that is, the magnitude of the
noise produced depends on stored data):

1. Bitline-bitline coupling. Electrical coupling between adjacent
bitlines creates noise on each bitline that depends on the volt-
ages of nearby bitlines, such that the noise experienced by
each bitline is affected by the values stored in nearby cells [26,
33].

2. Bitline-wordline coupling. Electrical coupling between each
bitline and wordline creates data-dependent noise on each
wordline, which in turn creates data-dependent noise in each
coupled bitline. Hence, the noise experienced by each bitline is
affected by the values stored in every other cell in the row [20,
33].

These effects cause the retention time of each DRAM cell to
depend on the data pattern stored in other cells. We refer to this
phenomenon as data pattern dependence (DPD).

• Variable retention time. Prior work on decreasing refresh over-
head has assumed that each DRAM cell’s leakage current is stable
over time. However, many DRAM cells transition between mul-
tiple leakage current states, and consequently multiple retention
time states, in a phenomenon referred to as variable retention
time (VRT) [31, 39]. VRT is generally agreed to be caused by the
presence of a charge trap in the gate oxide2 of a DRAM cell’s
access transistor [27]. When this trap becomes occupied, charge
leaks more readily from the access transistor’s drain (to which the
cell’s capacitor is connected). This process is therefore referred
to as trap-assisted gate-induced drain leakage (TA-GIDL) [3].

Our goal in this paper is to present a comprehensive investigation
of these two phenomena. To this end, we implement an FPGA-based
platform for studying the retention time of DDR3 DRAM modules
and use it to collect quantitative data on the retention time of cells
in a wide variety of modern DRAM chips.

3. METHODOLOGY
We developed a DDR3 DRAM testing platform based on the

Xilinx ML605 FPGA development board [37], controlled by a com-
modity PC over a PCI Express channel.

We obtained a variety of commercial DDR3 chips in the ubiqui-
tous small outline dual inline memory module (SO-DIMM) form
factor from a variety of DRAM and DIMM manufacturers, shown
in Table 1. We report capacity per rank since the FPGA board we
used allows access to only one rank [36]. Manufacturer names have
been anonymized.

We additionally categorize the tested DRAM chips into families.
Part IDs 2 and 3 used DRAM chips that were of the same genera-
tion, speed bin, etc. and differed only in per-chip I/O width, while
part IDs 4 and 5 used identical DRAM chips. Since each of these
pairs of DRAM chips did not show any distinguishable differences
in behavior, we consider DRAMs from both 2 and 3 as part of the
A 2Gb chip family, and DRAMs from both 4 and 5 as the B 2Gb
chip family.

To control the testing temperature, the testing platform was placed
within an insulated enclosure equipped with fans for cooling and a
radiative heat source for heating. Both the fans and the heater were
controlled by a commercial closed-loop thermal controller that mea-
sured the DRAM module temperature via an attached thermocouple.
2The electrical insulator between the transistor’s gate and its source,
drain, and channel.



Table 1: Tested DRAM devices and modules

Part ID # DIMMs DRAM Manufacturer DIMM Capacity/Rank Ranks/DIMM DRAM Capacity/Device DRAM Devices/Rank DRAM Family

1 4 A 512 MB 1 1 Gb 4 A 1Gb
2 2 A 1 GB 1 2 Gb 4 A 2Gb
3 2 A 2 GB 1 2 Gb 8 A 2Gb
4 10 B 2 GB 1 2 Gb 8 B 2Gb
5 8 B 2 GB 2 2 Gb 8 B 2Gb
6 2 C 2 GB 1 2 Gb 8 C 2Gb
7 2 D 1 GB 2 1 Gb 8 D 1Gb
8 2 D 2 GB 2 2 Gb 8 D 2Gb
9 2 E 2 GB 2 2 Gb 8 E 2Gb
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3.1 Experiment Design
In our testing protocol, each module was used in one or more

experiments consisting of many tests. Each test searches for the
set of cells with a retention time less than a threshold value. Let
tREFLOOP = 8192 ·7.8 µs = 63.8976 µs be the refresh loop time.
This is the time between refreshes to each row under normal refresh
timing, as discussed in Section 2.2. Each test then consists of the
following steps, as shown in Figure 3:

1. Data is written to the DRAM. Refreshes are initially enabled, to
ensure that no data corruption occurs during the write.

2. Refreshes remain enabled for at least 64 ms while the DRAM is
left idle. This ensures that the last time each row is activated is
due to its periodic refresh.

3. Refreshes are disabled for a period of time tWAIT while the
DRAM is left idle. This time is controlled by the FPGA hardware
in order to ensure that it is precisely timed.

4. Refreshes are re-enabled, and the DRAM is left idle for at least
64 ms. After this step, each row has experienced a length of time
of exactly tREFLOOP + tWAIT without a refresh.

5. Data is read back from the DRAM and checked for corruption.
Any cell that has lost data is known to have a retention time less
than tREFLOOP + tWAIT during this test.

Our experiments follow the structure shown in Figure 4. Each test
with a given tWAIT and data pattern is immediately followed by a test
with the complementary data pattern (i.e. all bits inverted) and the
same tWAIT , forming a test pair. An experiment that studies multiple
data patterns runs test pairs for each data pattern at the same tWAIT
before moving on to the next tWAIT . Finally, after a round of all
tWAIT values being tested has been completed for all test pairs, the
experiment continues to the next round. The rationale behind this
ordering of tests is as follows:

• It is necessary to test both a data pattern and its complement. Even
though cell capacitors will always leak toward ground (charge
does not leak onto the capacitor), some DRAM cells may store

a value of 1 as VDD and 0 as 0 V (true cells) while others store
a value of 0 as VDD and 1 as 0 V (anti-cells). This is because
sense amplifiers (discussed in Section 2.1) are differential; to
detect whether charge sharing has perturbed the bitline voltage
away from VDD/2 toward VDD or 0 V, the sense amplifier must be
connected to another wire initially holding a reference voltage of
VDD/2, and the sense amplifier amplifies the difference between
the two voltages. To implement this cost-efficiently, each sense
amplifier is actually connected to two bitlines, as shown in Fig-
ure 5. When either bitline is being activated, the other bitline,
which must be in the precharged state, initially holds the reference
(precharge) voltage of VDD/2. During sensing, both bitlines are
driven toward their final (complementary) values. Furthermore,
as long as the sense amplifier is enabled, it maintains this comple-
mentary relationship between the two bitlines [13]. This means
that of the two bitlines connected to each sense amplifier, only
one requires an external driver and sensor; cells on the comple-
mentary bitline can be written and read by driving or sensing the
complementary voltage on the connected bitline. Hence, cells
on the complementary bitline have an inverted relationship be-
tween voltage and logic value, i.e. they are anti-cells, as shown in
Figure 5b.

• Within a round, all tests at a given tWAIT run together. This helps
to decouple the apparent effects of data pattern dependence and
variable retention time. Suppose a cell’s retention time state
changes due to VRT at one point during a round.3 With all
tests at a given tWAIT running together, in the worst case, the
retention time changes between data patterns, resulting in an
anomalous result for a single tWAIT . However, since the retention
time state will still be consistent across data patterns for both
the previous and next values of tWAIT , the change in observed
retention time between data patterns should still be minimal (in
the absence of DPD). In contrast, if tests with the same tWAIT
were not run together, it could be difficult to identify whether a

3We show in Section 6.2 that VRT causes retention time states to
change on sufficiently long timescales that each cell does not usually
change states more than once per round.



Round 1

Data Pattern X
tWAIT = 1.5s

Data Pattern Y
tWAIT = 1.5s

Data Pattern Z
tWAIT = 1.5s

Data Pattern X
tWAIT = 1.6s

Data Pattern Y
tWAIT = 1.6s

Data Pattern Z
tWAIT = 1.6s

Data Pattern X
tWAIT = 6.0s

Data Pattern Y
tWAIT = 6.0s

Data Pattern Z
tWAIT = 6.0s

Data Pattern X
tWAIT = 1.5s

Data Pattern Y
tWAIT = 1.5s

Data Pattern Z
tWAIT = 1.5s

Round 2

Figure 4: Experiment structure

Sense
amp

VPP

Logic 1

VDD 0V

VDD
+

-

True cell

+

-

(a) Activated true cell

Sense
amp

Logic 1

VDD 0V

+

-

VPP
+

-
0V

Anti-cell
(b) Activated anti-cell

Figure 5: True and anti-cells

drastic difference in the retention time is the result of DPD or
VRT.

• Breaking experiments into repeated rounds allows the time be-
tween consecutive rounds of any given test to be approximately
the same. That is, the time between rounds 1 and 2 of the test with
data pattern X and tWAIT = α is approximately the same as the
time between rounds 1 and 2 of the test with data pattern Y and
tWAIT = β . This again helps to decouple DPD and VRT; as per
the previous point, a single change in the retention time state of a
cell in one round does not affect previous or following rounds.

Unless otherwise specified, all of our experiments were conducted
at an ambient temperature of 45 ◦C. At this temperature, no cells
were observed to have a retention time less than 1.5 second. As such,
our experiments tested values of tWAIT between 23tREFLOOP and
95tREFLOOP, corresponding to retention times between 24tREFLOOP

.
=

1.5 s and 96tREFLOOP
.
= 6.1 s, in increments of 2tREFLOOP

.
= 128 ms.

This gives us the ability to measure retention time differences of up
to a factor of 4. (Higher maximum tWAIT and smaller time incre-
ments are possible, but result in increasingly prohibitive experiment
lengths.)

3.2 Data Patterns Tested
Most of our experiments examine four types of data patterns:

1. All 0s/1s. In this data pattern, the value 1 is written to all bits.
(Since each test pair also tests the complement of the data pattern,
as discussed in Section 3.1, this tests both ‘all 1s’ and ‘all 0s’.)
Prior work, e.g. [23, 35], has suggested that this intuitively simple
data pattern is sufficient for measuring DRAM retention time.

2. Checkerboard. In this data pattern, consecutive bits alternate
between 0 and 1. In DRAM circuit architectures where adjacent
bits are mapped to adjacent cells, checkerboard patterns may
induce worse retention time behavior than patterns of all 1s or
0s [21]. Intuitively, this is because bitline coupling noise in-
creases with the voltage difference between the coupled bitlines,
and storing alternating values in consecutive bitlines maximizes

the voltage difference between each bitline and its immediate
neighbors.

3. Walk. The checkerboard pattern attempts to maximize bitline
coupling noise with respect to the two immediately neighbor-
ing bitlines. However, coupling with other nearby bitlines can
also exist. Hence, even worse retention time behavior may be
triggered when a single cell storing VDD is surrounded by cells
storing 0 V [21]. This data pattern attempts to efficiently approx-
imate this scenario.4 The ‘walk’ pattern consists of a 128-byte
data pattern, shown in Figure 6a, chosen according to the follow-
ing rationale:

In our DDR3 memory system, each transfer to or from the
DRAM is 64 bits in size. Of each of these 64-bit words, each con-
secutive 4, 8, or 16 bits goes to the same DRAM chip, depending
on whether the 64-bit rank is made up of 16 DRAM chips each
4 bits wide (16×4), 8 DRAM chips each 8 bits wide (8×8), or
4 DRAM chips each 16 bits wide (4×16). The ‘walk’ pattern
attempts to maximize the number of 0s between each 1 as seen
by each chip, regardless of the rank configuration. Logically, the
‘walk’ pattern can be considered to consist of 16 16-bit patterns,
where each pattern sets a single bit to 1, replicated 4 times across
chips.

In order to ensure that our experiments test with a 1 in each bit
position, the ‘walk’ pattern is permuted by rotating it by 64 bits
(1 word) after each round, effectively offsetting the data pattern
by 1 word, as shown in Figure 6b. Hence, after 16 rounds, each
bit has been tested with an isolated 1. This means the ‘walk’ data
pattern repeats with a period of 16 rounds; as a result, the number
of rounds performed by all of our experiments is a multiple of
16.

4. Random. The DRAM is filled with randomly generated data.
(The complement of this data is still written by the other test
in the test pair.) A new set of random data is generated for

4It is difficult to produce this scenario exactly for reasons discussed
in Section 5.2.



0x 0100 0100 0100 0100
0x 0001 0001 0001 0001
0x 1000 1000 1000 1000
0x 0010 0010 0010 0010
0x 0200 0200 0200 0200
0x 0002 0002 0002 0002
0x 2000 2000 2000 2000
0x 0020 0020 0020 0020
0x 0400 0400 0400 0400
0x 0004 0004 0004 0004
0x 4000 4000 4000 4000
0x 0040 0040 0040 0040
0x 0800 0800 0800 0800
0x 0008 0008 0008 0008
0x 8000 8000 8000 8000
0x 0080 0080 0080 0080

Round 1 Data Pattern
(Hexadecimal)

Round 1 Data Written
to Each 16-bit Wide DRAM

(Binary)

0b 0000 0001 0000 0000
0b 0000 0000 0000 0001
0b 0001 0000 0000 0000
0b 0000 0000 0001 0000 
0b 0000 0010 0000 0000
0b 0000 0000 0000 0010
0b 0010 0000 0000 0000
0b 0000 0000 0010 0000 
0b 0000 0100 0000 0000
0b 0000 0000 0000 0100
0b 0100 0000 0000 0000
0b 0000 0000 0100 0000 
0b 0000 1000 0000 0000
0b 0000 0000 0000 1000
0b 1000 0000 0000 0000
0b 0000 0000 1000 0000 

(a) ‘Walk’ data pattern

0x 0100 0100 0100 0100
0x 0001 0001 0001 0001
0x 1000 1000 1000 1000
0x 0010 0010 0010 0010
0x 0200 0200 0200 0200
0x 0002 0002 0002 0002
0x 2000 2000 2000 2000
0x 0020 0020 0020 0020
0x 0400 0400 0400 0400
0x 0004 0004 0004 0004
0x 4000 4000 4000 4000
0x 0040 0040 0040 0040
0x 0800 0800 0800 0800
0x 0008 0008 0008 0008
0x 8000 8000 8000 8000
0x 0080 0080 0080 0080

Round 1 Data Pattern
(Hexadecimal)

0x 0001 0001 0001 0001
0x 1000 1000 1000 1000
0x 0010 0010 0010 0010
0x 0200 0200 0200 0200
0x 0002 0002 0002 0002
0x 2000 2000 2000 2000
0x 0020 0020 0020 0020
0x 0400 0400 0400 0400
0x 0004 0004 0004 0004
0x 4000 4000 4000 4000
0x 0040 0040 0040 0040
0x 0800 0800 0800 0800
0x 0008 0008 0008 0008
0x 8000 8000 8000 8000
0x 0080 0080 0080 0080
0x 0100 0100 0100 0100

Round 2 Data Pattern
(Hexadecimal)

(b) Permutation between rounds

Figure 6: Design of the ‘walk’ data pattern

each round. Testing random data patterns allows us to efficiently
explore the potential impact of other data patterns.

We refer to the first two of these patterns as fixed patterns (since
they do not change from round to round) and the first three as static
patterns (since their value in any given round is known).

4. FOUNDATIONAL RESULTS
In this section, we present results on temperature dependence and

the distribution of retention time between DRAM cells. We then
compare these results to prior work in order to confirm the validity
of our methodology.

4.1 Temperature Dependence
Prior work has demonstrated that the retention time of DRAM

cells decreases exponentially as temperature increases [6]. In this
section, we confirm these results and establish quantitative bounds
on the effect of temperature in order to disqualify temperature as a
confounding factor in our later results.

DDR3 DRAM chips do not have user-accessible temperature sen-
sors [10]. DDR3 DIMMs may include a temperature sensor, either
as a separate chip or embedded in the DIMM’s serial presence detect
(SPD) chip, but this is an optional feature [9]. Of the DIMMs we
tested, only the DIMMs with part ID 1 included a temperature
sensor. Therefore, the results in this section use only part ID 1

DIMMs. (Note that this limitation does not affect the future viability
of DRAM retention time profiling mechanisms in general, since
the current-generation DDR4 [11] and LP-DDR3 [12] specifica-
tions require DRAM chips to include user-accessible temperature
sensors.)

We first confirm that the temperature remains stable during testing.
Figure 7a shows the measured temperature over time for each of the
five temperatures we test in these experiments.5 Temperature never
deviates by more than 1 ◦C from its steady state value.

Next, we evaluate the effect of temperature on each cell’s retention
time. The ‘all 0s/1s’, ‘checkerboard’, and ‘walk’ patterns were each
5The heating element we used was unable to raise the DRAM
temperature Tcase to 75 ◦C or higher, even at maximum power and
despite attempts to improve the insulation of our thermal testing
chamber. We are investigating more powerful heating equipment.

run for 16 rounds over the course of approximately 7 hours at each
temperature. For each cell that exhibited a failure at the lowest
temperature (50 ◦C) at any tWAIT , we evaluated the retention time
for that cell at each temperature, normalized to its retention time
at 50 ◦C. (To account for the effects of DPD and VRT, we take
the minimum retention time of each cell across all data patterns
and rounds for each temperature.) Since the number of cells is
large, instead of plotting each cell’s normalized retention times as
an individual point, we grouped normalized retention times into bins
and plotted the density of each bin. The result is shown in Figure 7b.
Best-fit exponential curves are drawn through the most populous
bins (“peak”) and the bins with the lowest normalized retention time
(“tail”).

These exponential curves fit the data well, suggesting close corre-
spondence with the exponential model proposed by prior work [6].
The best-fit “peak” curve is of the form Ae−0.0498T +C, while the
best-fit “tail” curve is of the form Ae−0.0625T +C. This implies
that every 10 ◦C increase in temperature results in a reduction in
retention time of 1− e−0.498 .

= 39.2% in the “common case”, and
1− e−0.625 .

= 46.5% in the worst case.

4.2 Retention Time Distribution
Figure 8 shows the cumulative distribution of retention times in

the seven device families we tested. A point at (x,y) indicates that
for the given device family, a fraction y of all DRAM cells in all
tested devices of that family displayed a retention time less than x at
45 ◦C for some data pattern.

Retention time distributions in prior work are usually given at
85 ◦C. Therefore, in order to compare our measured retention time
distributions to prior work, we adjust our retention times to account
for the difference in temperature. Applying the worst-case formula
for temperature we computed in Section 4.1, we determine that reten-
tion times should be reduced by 1− e−0.0625 ·40 .

= 91.8% to adjust
for the 40 ◦C difference between the 45 ◦C temperature we tested
at and the 85 ◦C temperature for which retention times are usually
reported. Our minimum tested retention time of ≈ 1.5 s therefore
translates to a retention time of ≈ 126 ms at 85 ◦C, indicating that
all of the DRAM devices we tested were specified with a retention
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Figure 8: Cumulative distribution of retention times

time guard band6 of at least 2x. Conversely, our maximum tested
retention time of ≈ 6.1 s translates to a retention time of ≈ 504 ms
at 85 ◦C.

With these adjusted retention times in mind, it is apparent that
our measured retention time distribution corresponds closely with
the distribution observed by prior work (Figure 2 in [18]), both
qualitatively in the shape of the curve and — for the device families
with relatively few weak cells — quantitatively. However, some
device families have many more weak cells than any of the devices
shown in [18]. This is likely to be a result of technology scaling. [18]
presents measurements for DRAM chips fabricated using 100 nm,
60 nm, and 50 nm processes, while many of the chips we studied
were produced in 2011 or 2012 and could therefore be fabricated

6The difference between the manufacturer-accepted minimum reten-
tion time and the specification-mandated minimum retention time
of 64 ms.

using 36 nm or 32 nm processes [8]. This conclusion is supported by
the observation that, in our results, higher-capacity, later-generation
devices always have a larger number of retention failures than lower-
capacity, older devices (compare A 1Gb vs. A 2Gb, and D 1Gb vs.
D 2Gb, in Figure 8).

From the consistency of our foundational results with prior work,
we conclude that our apparatus and methodology are sound.

5. DATA PATTERN DEPENDENCE
In this section, we investigate data pattern dependence, a phe-

nomenon in which the retention time of DRAM cells changes de-
pending on the data stored in other cells.

5.1 Coverage
Running all of the experiments for a given module produces a

set of bit failures for each retention time, consisting of all of the
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Figure 9: Coverage in manufacturer A DRAMs
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Figure 10: Coverage in manufacturer B and C DRAMs

cells that failed in any test for any data pattern at that retention
time. We call this set the failure population of that retention time.
We define the coverage of a given data pattern as the fraction of
cells in the failure population that have been observed to fail in any
test with that particular data pattern. In the absence of data pattern
dependence, we would expect coverage to be nearly equal for all
data patterns, since tests with each data pattern would observe the
same set of bit failures (modulo some variation caused by VRT).

Figures 9 and 10 show the coverage of each tested data pattern for
four selected DRAM chip families at the maximum tested retention
time of 6.1 s, over experiments lasting 16 rounds.7 From these
results we draw several conclusions:

7Other devices show similar trends; we omit them for space. The
trends we discuss appear at all retention times, but are clearest at
this retention time simply because the longest retention time has
the largest number of bit failures. The random data pattern was

• Data pattern dependence exists. Coverage varies significantly
between data patterns in each of the device families shown, indi-
cating that the retention time of many DRAM cells depends on
the data stored in other cells.

• Data pattern dependence poses a significant obstacle to retention
time profiling. Figure 10b shows that in the worst case, a naive
profiling mechanism that tested only data patterns of all 0s and 1s
would miss approximately 90% of the actual bit failures that could
occur in C 2Gb family DRAMs, suggesting that coupling effects
are extremely strong in these devices. Furthermore, in no device
does any single data pattern ever reach 100% coverage; static
patterns rely on a set of assumptions about data mapping that
may not be true in many devices and are vulnerable to remapping

not run on A 1Gb devices due to an error made while setting up
experiments.



(both discussed in Section 5.2), while random patterns are simply
statistically unlikely to reliably induce the worst-case data pattern
for 100% of tested bits.

• Repeated measurements using the same static data pattern are not
effective in combating data pattern dependence. The coverage of
the ‘walk’ and ‘random’ patterns increases with number of rounds
because these patterns vary from round to round, as discussed
in Section 3.2. While the coverages of the fixed patterns also
increase slightly with number of rounds, this is due to new bit
failures appearing due to VRT, which we will discuss further in
Section 6. (Since the ‘walk’ pattern repeats with a period of 16
rounds, further testing does not improve its coverage beyond the
slight increase for all patterns due to VRT. This is why 16 rounds
are shown for each experiment.)

• The effectiveness of each data pattern varies significantly between
DRAMs. In A 2Gb DRAMs, the ‘walk’ pattern is the most ef-
fective pattern, suggesting a close correspondence between the
circuit organization that the ‘walk’ pattern is optimized for and
the actual circuit organization of A 2Gb devices. In both B 2Gb
and C 2Gb DRAMs, none of the static patterns achieve greater
than 30% coverage, suggesting that the circuit architecture of
these devices is likely to be significantly different than that of
A 2Gb devices. Furthermore, B 2Gb and C 2Gb devices are likely
to be significantly different from each other, since the relative
effectiveness of the static patterns is completely different between
the two. This effect is not confined to differences between manu-
facturers; A 1Gb and A 2Gb DRAMs are both manufactured by
manufacturer A, yet the relative effectiveness of the fixed data
patterns switches between the two.

• Technology scaling appears to increase the impact of data pattern
dependence. In the older A 1Gb DRAM, the lowest-coverage
data pattern (‘checkerboard’) still achieves 67% coverage. In the
newer A 2Gb DRAM, the lowest-coverage data pattern achieves
approximately 30% coverage. A similar trend occurs between
D 1Gb and D 2Gb DRAMs (not shown due to space constraints).
This follows physically, since technology scaling reduces the
physical distance between circuit elements, increasing the magni-
tude of coupling effects [8].

5.2 Implications for Retention Time Profiling

From the results in Section 5.1, it is apparent that any DRAM
retention time profiling mechanism must handle data pattern depen-
dence to be useful.

One intuitive approach to handling data pattern dependence could
be to identify the data pattern that induces the worst-case retention
time for a particular cell or device, based on information returned by
additional testing or provided by the DRAM itself. However, three
key issues complicate this approach:

1. Opaque mapping of addresses to physical DRAM geometry. Data
pattern dependence is caused by circuit-level coupling effects, as
discussed in Section 2.3. However, existing DRAM interfaces
provide no method to communicate how bits are mapped to
DRAM cells, nor where DRAM cells are located in the cell array.
As a result, it is not obvious which bits actually interfere with
one another.

2. Remapping. DRAM devices feature redundancy in order to
tolerate a small number of faults in each chip [7]. Faulty elements
may result in bitlines or wordlines being remapped to redundant
bitlines or wordlines elsewhere in the array. This exacerbates the
mapping problem by introducing irregularity into mappings.

0 2 4 6 8 10
Time (Hours)

0

1

2

3

4

5

6

7

Re
te

nt
io

n 
Ti

m
e 

(s
)

Figure 11: Retention time of a typical VRT cell

3. Complexity of circuit organization. Even if mappings are known,
in sufficiently complex DRAM circuit organizations, the worst-
case data patterns are not necessarily obvious due to second-order
bitline coupling effects, where the coupling noise on one bitline
is affected by coupling between other bitlines [2].

Clearly, a mechanism for identifying worst-case data patterns
would need to be very sophisticated, and likely require support from
the DRAM device itself. While these issues could potentially be
mitigated if profiling was performed by the DRAM manufacturer
rather than the end user’s system, manufacturer profiling is likely to
be limited by VRT for reasons discussed in Section 6.3.

Alternatively, since random data patterns are agnostic to the ef-
fects of data mapping, it may be more efficient to perform only
enough random tests to establish a probability that the worst-case
data pattern has been tested, and require the use of error-correcting
codes (ECC) to handle a limited number of errors. The disadvantage
of such a mechanism would be that it would incur the energy and
capacity overheads of ECC at runtime. Future work might seek to
alleviate this ECC overhead in such a system.

6. VARIABLE RETENTION TIME
In this section, we investigate variable retention time, a phe-

nomenon that causes the retention time of many DRAM cells to
change randomly over time. Figure 11 shows how the retention time
of a typical VRT cell shifts between multiple states over time, as
observed in a cell from a E 2Gb DRAM.8

Throughout this section, we present results only for representative
device families A 2Gb, B 2Gb, and C 2Gb for space; results for
other device families are similar. Each of these devices was tested
for 1024 rounds over approximately 24 hours. Results for each
DRAM device family are presented only for the most effective fixed
data pattern for that device family, as determined in Section 5.1.

6.1 Prevalence and Impact
A cell suffering from variable retention time manifests as a cell

whose retention time varies between tests, even with fixed tempera-
ture and data pattern. To illustrate both the frequency and magnitude

8The graph plateauing at 6.2 s indicates that for those rounds, no
retention failure was observed up to our maximum tested retention
time of 6.1 s.
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Figure 12: Maximum vs. minimum retention time
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Figure 13: Distribution of time between VRT events (each bin is 30 minutes)

of VRT, we construct a plot as follows. For each cell that fails any
test at any retention time, we record both the minimum and maximum
retention times across all tests that the cell fails. (If the cell does not
fail any retention time tests in a given round, its retention time has
increased beyond the maximum retention time we test of 6.1 s, and
we record its maximum retention time as 6.2 s.) We would then like
to plot each cell as a point on a scatterplot, where the x-coordinate is
the cell’s minimum retention time and the y-coordinate is the cell’s
maximum retention time. However, since the number of cells is
very large, we instead plot the density of cells at each point. This is
shown in Figure 12.

In the absence of VRT, all points would be expected to fall on the
line x = y, i.e. tests would consistently observe the same retention
time, such that the minimum would be equal to the maximum.
Instead, in all tested devices, most cells (87% on average, and over
75% in all devices) fall into the horizontal line at tMAX = 6.2 s
indicating that at least one round did not observe a retention failure
(note that the color scale is logarithmic). This has two ramifications:

• VRT is ubiquitous in modern DRAMs. Among cells with low
minimum retention times (that is, cells of the greatest interest to
mechanisms seeking to reduce refresh overhead), cells experienc-
ing VRT are more common than cells not experiencing VRT.

• VRT can result in significant retention time changes. The points
in the top-left hand of the plotted space indicates that a signif-
icant number of cells demonstrated a minimum retention time
of approximately 1.5 s, and a maximum retention time of more
than 6.1 s, a change by more than a factor of 4. This implies that
handling VRT through guard banding alone would require a large
guard band (greater than 4).

Both of these observations imply that mechanisms that use pro-
filed retention times must be able to adapt to changes in the retention
time profile.

6.2 Time Between State Changes
The length of time that DRAM cells spend in a given retention

time state affects retention time profiling, since a cell has to leave
higher retention time states and enter its lowest retention time state
to be profiled accurately. Hence, if DRAM cells spend large amounts
of time in high retention time states, profiling mechanisms may need
to wait for long periods of time to observe low retention time states.

Each round, a VRT cell can be in either a low retention time state
(which we define as having a measured retention time within 5% of
the minimum retention time we observed for that cell in any test) or
a high retention time state (which we define as having a measured
retention time at least 5% greater than the cell’s minimum retention
time). For each VRT cell, whenever a state transition occurred (that
is, the cell went from a low retention time state to a high retention
time state or vice versa), we recorded the amount of time the cell
spent in the previous state. Figure 13 shows the distribution of the
amount of time spent in the high retention time state across all of
the VRT cells in each of the three device families we present in this
section.9

Ideally, all cells would spend very little time in high retention time
states, so that a retention time profiling technique could detect the
minimum retention time quickly. We find, however, that a substantial
number of cells stay in high retention time states on the order of
15000 s (approximately 4 hours), and some cells were observed
9The distribution for the low retention time state, as well as distri-
butions for other device families, are very similar.



to spend nearly the full length of the experiment (approximately 1
day) in high retention time states. This implies that retention time
profiling mechanisms may need to continuously profile DRAM for
periods of time on the order of days in order to reliably observe the
lowest retention time of all cells.

Previous work has shown that each VRT cell spends an expo-
nentially distributed amount of time in each state [14, 31], and that
the distribution of time constants for these exponential distributions
is itself exponentially distributed [15]. The shape of our observed
distributions appear to be consistent with this prior work.

6.3 Implications for Retention Time Profiling

The greatest challenge posed by VRT for any retention time pro-
filing mechanism is the fact that, at the architectural level, there
does not appear to be any way to determine if a cell exhibits VRT
without actually observing the cell undergoing VRT. This is because
the charge trapping process that is believed to cause a retention
time change is a memoryless random process [14]. (This is why
time spent in each retention time state is exponentially distributed.)
If previously undiscovered retention errors are a permanent possi-
bility, then it seems inevitable that any approach to handling VRT
will require some sort of error tolerance, possibly provided by the
use of error-correcting codes (ECC). Future work will likely focus
on online profiling (developing a mechanism to efficiently profile
DRAM while it in use in order to mitigate the long profiling times
implied by our results in Section 6.2 and on reducing the required
ECC overhead).

As noted in Section 5.2, while DRAM manufacturers may be
best equipped to perform retention time profiling due to DPD, the
existence of VRT complicates retention time profiling for DRAM
manufacturers. This is because exposure to very high temperatures,
such as those used when soldering DRAM chips, can induce VRT
in cells that were not previously susceptible to VRT [19, 34, 39].
As a result, any retention time profile collected by the manufacturer
before module assembly is unlikely to accurately reflect the retention
time profile of the DRAM in its final assembled state.

7. RELATED WORK
To our knowledge, this is the first work to comprehensively ex-

amine retention time behavior quantitatively in modern DRAM
devices. In this section, we discuss prior work that has performed
measurements on DRAM devices or examined either data pattern
dependence (DPD) or variable retention time (VRT).

7.1 Measuring DRAM Device Behavior
Hamamoto et al. [6] measured the retention time distribution and

circuit parameters for an experimental 16 Mbit DRAM chip. Kim et
al. [18] performed similar measurements in three 1 Gbit chips. Both
studies were limited in terms of the number and variety of DRAM
devices they studied, and neither study discussed DPD or VRT.

Ahn et al. [1] propose to reduce refresh power in the low-power,
high-wakeup-latency self-refresh mode found in modern DRAMs by
profiling each DRAM row’s retention time upon entering self-refresh
to detect which rows can accept a lower refresh rate without losing
data, then refreshing those rows less frequently accordingly. [1]
avoids the problem of data pattern dependence because the DRAM
cannot be accessed while in the self-refresh mode, so that the data
pattern present during profiling is guaranteed to be the data pattern
present throughout. This limits the scope of [1] to idle DRAMs. In
addition, [1] does not appear to handle VRT.

7.2 Data Pattern Dependence
Nakagome et al. [26] first examined the sensing noise caused by

interference between bitlines. They demonstrated the existence of
this interference noise in an experimental DRAM array. Redeker et
al. [30] performed simulation studies to attempt to predict the future
impact of bitline coupling noise, and concluded that it would not be
a serious issue. Al-Ars et al. [2] performed analysis and simulation
studies to examine the interaction between different DRAM circuit
architectures and bitline coupling noise. Li et al. [21] performed a
similar analysis in their development of a DRAM reliability model.
None of these works show the impact of bitline coupling on retention
time. In addition, [30] and [2] studied only DRAMs with a folded
bitline architecture, while modern DRAMs use an open bitline
architecture [22, 24, 32, 33]. Open bitline architectures permit
the use of smaller DRAM cells, improving DRAM density, but
suffer from increased bitline-bitline coupling noise [33].

The memory testing literature discusses the similar issue of neigh-
borhood pattern-sensitive faults (NPSF), which refers to hard faults
whose manifestation depends on the data stored in nearby memory
cells [4]. Algorithms developed to test for NPSF could in theory be
adapted to measure retention time in the presence of data pattern
dependence. The most efficient algorithms for detecting NPSF are
based on the March algorithm, which repeats a set of operations
for each bit that must be tested and is hence linear in time com-
plexity [4]. Unfortunately, March tests require knowledge of the
mapping of addresses to DRAM array layout, which is problematic
for reasons discussed in Section 5.2. Tests exist that do not require
this knowledge [5], but these are exponential in time complexity,
which is intractable.

7.3 Variable Retention Time
Variable retention time was first observed by Yaney et al. [39],

and then confirmed and investigated in greater detail by Restle et
al. [31]. These works established the key properties of VRT: the
existence of multiple retention time states in VRT cells and the
exponentially-distributed nature of the amount of time spent in each
state. Since then, interest in VRT has focused on identifying its
physical cause, primarily by measuring circuit-level features such
as leakage currents [3, 14, 15, 16, 25, 27, 29]. No recent work we
are aware of has evaluated the impact of VRT in modern DRAM
devices.

8. CONCLUSION
In this paper, we present an analysis of key issues surrounding

DRAM retention time profiling. We begin by laying out the struc-
ture of the DRAM system and providing a detailed explanation of
our methodology for retention time profiling that we validate against
prior works by illustrating retention time temperature dependence
and the retention time distribution tail. We then describe and demon-
strate the prevalence of two phenomena that complicate the profiling
process: data pattern dependence and variable retention time. We
explore the capabilities of different data patterns for detecting weak
cells and discuss the role of device architecture in data pattern de-
pendence. In addition, we investigate the propensity of variable
retention time to manifest itself and analyze its implications on
profiling. Using an FPGA-based testing platform, we demonstrate
the effects these issues have on DRAM profiling on 248 commodity
DDR3 DRAM chips across 5 different DRAM vendors.

To our knowledge, this paper is the first work of its kind to quan-
titatively study retention time behavior in modern DRAM devices.
As DRAM scales to smaller technology nodes, it is expected that the
problems we presented, alongside the refresh problem, will become
exacerbated. Therefore, if mechanisms attempting to reduce refresh



count by profiling retention times are to be viable, these issues must
be addressed in the near future. We hope that this paper will open
up new research avenues for profiling techniques that can overcome
the hurdles in retention time profiling that we have described.
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