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Overview

Study of DRAM reliability:
▪ on modern devices and workloads 

▪ at a large scale in the field
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Errors follow a power-law 
distribution and a large number of 
errors occur due to sockets/channels
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Chips per DIMM, transfer width, and 
workload type (not necessarily CPU/
memory utilization) affect reliability



New 
reliability 

trends

Page offlining 
at scale

Error/failure occurrence

Technology 
scaling

Architecture & 
workload

Modeling errors

Overview

We have made publicly available a 
statistical model for assessing server 
memory reliability
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▪ background and motivation 
▪ server memory organization 
▪ error collection/analysis methodology 
▪ memory reliability trends 
▪ summary
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Background and 
motivation



▪ examined extensively in prior work 
▪ charged particles, wear-out 
▪ variable retention time (next talk) 

▪ error correcting codes 
▪ used to detect and correct errors 
▪ require additional storage overheads

DRAM errors are common



Our goal
Strengthen understanding 
of DRAM reliability by studying:
▪ new trends in DRAM errors 

▪ modern devices and workloads 

▪at a large scale 
▪ billions of device-days, across 14 months



Our main contributions
▪ identified new DRAM failure trends 

▪ developed a model for DRAM errors 

▪ evaluated page offlining at scale 



Server memory 
organization
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User data

ECC metadata
additional 12.5% overhead



Reliability events
Fault
▪ the underlying cause of an error 

▪ DRAM cell unreliably stores charge

Error
▪ the manifestation of a fault 
▪ permanent: every time 
▪ transient: only some of the time



Error collection/ 
analysis 
methodology



DRAM error measurement
▪ measured every correctable error 

▪ across Facebook's fleet 
▪ for 14 months 
▪ metadata associated with each error 

▪ parallelized Map-Reduce to process 
▪ used R for further analysis



System characteristics
▪ 6 different system configurations 

▪ Web, Hadoop, Ingest, Database, Cache, Media 
▪ diverse CPU/memory/storage requirements 

▪ modern DRAM devices 
▪ DDR3 communication protocol 

▪ (more aggressive clock frequencies) 
▪ diverse organizations (banks, ranks, ...) 
▪ previously unexamined characteristics 

▪ density, # of chips, transfer width, workload



Memory reliability 
trends
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Memory error distribution



Memory error distribution

Decreasing hazard rate



Memory error distribution

Decreasing hazard rate

How are errors mapped to 
memory organization?



Sockets/channels: many errors
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components fail on servers?
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memory failures at scale?



Analytical methodology
▪ measure server characteristics 

▪ not feasible to examine every server 
▪ examined all servers with errors (error group) 
▪ sampled servers without errors (control group) 

▪ bucket devices based on characteristics 

▪ measure relative failure rate 
▪ of error group vs. control group 
▪ within each bucket
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fabrication technology



Use DRAM chip density
to examine technology scaling

(closely related to fabrication technology)
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DIMM architecture
▪ chips per DIMM, transfer width 

▪ 8 to 48 chips 
▪ x4, x8 = 4 or 8 bits per cycle 

▪ electrical implications
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DIMM architecture
▪ chips per DIMM, transfer width 

▪ 8 to 48 chips 
▪ x4, x8 = 4 or 8 bits per cycle 

▪ electrical implications
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Does DIMM organization 
affect memory reliability?



likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.

A B C D

DIMM vendor (anonymized)

0.
00

0.
50

1.
00

R
el

at
ive

 s
er

ve
r f

ai
lu

re
 ra

te

Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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servers with DIMMs with different
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.
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Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.
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Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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likely due to the large amounts of effort that DRAM manufac-
turers put into designing faster and more reliable DRAM cell
architectures. Our insight is that small improvements in DRAM
cell reliability are easily outpaced by the quadratic increase in
number of cells per chip, leading to the trend of net decrease
in DRAM reliability as shown by the server failure rate data in
Figure 6. Unless more-than–quadratic improvements in DRAM
cell reliability are achieved in future devices, maintaining or
decreasing DRAM server failure rates in the future (while still
increasing DRAM chip capacity) will be untenable without
stronger hardware and/or software error correction.
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Fig. 7: The relative per-cell failure rate at different technology nodes (chip
densities).

B. DIMM Vendor
DIMM vendors purchase chips from DRAM chip manufac-

turers and assemble them into DIMMs. While we have infor-
mation on DIMM manufacturer, we do not have information
on the DRAM chip manufacturers in our systems.

Figure 8 shows the failure rate for servers with different
DIMM vendors.6 We observe that failure rate varies by over
2⇥ between vendors (e.g., Vendor B and Vendor C). The dif-
ferences between vendors can arise if vendors use less reliable
chips from a particular foundry or build DIMMs with less
reliable organization and manufacturing. Prior work [48, 10]
also found a large range in the server failure rate among vendors
of 3:9⇥.

A B C D

DIMM vendor (anonymized)

0.
00

0.
50

1.
00

R
el

at
ive

 s
er

ve
r f

ai
lu

re
 ra

te

Fig. 8: Relative server failure rate for different vendors varies widely.

C. DIMM Architecture
We next examine how DIMM architecture affects server

failure rate. We examine two aspects of DIMM design that have
not been studied in published literature before: the number of
data chips (not including chips for ECC) per DIMM and the
transfer width of each chip.

Figure 9 plots the failure rate for servers with DIMMs with
different numbers of data chips for each of the densities that
we examine. The DIMMs that we examine have 8, 16, 32, and
48 chips. We make two observations from Figure 9.

6We have made the vendors anonymous.
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Fig. 9: The relative failure rate of
servers with DIMMs with different
numbers of data chips separated by
chip density.

●

●

Chip transfer width (bits)

4 8

0.
00

0.
50

1.
00

R
el

at
iv

e 
se

rv
er

 fa
ilu

re
 ra

te

● 1 Gb 2 Gb 4 Gb

Fig. 10: The relative failure rate of
servers with DIMMs with different
chip transfer widths separated by
chip density.

First, for a given number of chips per DIMM, servers with
higher chip densities generally have higher average failure rates.
This illustrates how chip density is a first-order effect when
considering memory failure rate (as we showed in Figure 6).

Second, we find that server failure rate trends with respect
to chips per DIMM are dependent on the transfer width of the
chips – the number of data bits each chip can transfer in one
clock cycle. In order to transfer data at a similar rate, DIMMs
with fewer (8 or 16) chips must compensate by using a larger
transfer width of 8 bits per clock cycle (and are called ⇥8

devices) while DIMMs with more chips (32 or 48) can use a
smaller transfer width of 4 bits per clock cycle (and are called
⇥4 devices). We have annotated the graph to show which chip
counts have transfer widths of ⇥4 bits and ⇥8 bits.

We observe two trends depending on whether chips on a
DIMM have the same or different transfer widths. First, among
chips of the same transfer width, we find that increasing the
number of chips per DIMM increases server failure rate. For
example, for 4 Gb devices, increasing the number of chips from
8 to 16 increases failure rate by 40.8% while for 2 Gb devices,
increasing the number of chips from 32 to 48 increases failure
rate by 36.1%. Second, once the number of chips per DIMM
increases beyond 16 and chips start using a different transfer
width of ⇥8, there is a decrease in failure rate. For example,
for 1 Gb devices, going from 16 chips with a ⇥8 interface to
32 chips with a ⇥4 interface decreases failure rate by 7.1%.
For 2 Gb devices, going from 8 chips with a ⇥8 interface to 32
chips with a ⇥4 interface decreases failure rate by 13.2%.

To confirm the trend related to transfer width, we plotted
the failure rates dependent on transfer width alone in Figure 10.
We find that, in addition to the first-order effect of chip density
increasing failure rate (Effect 1), there is a consistent increase
in failure rate going from ⇥4 to ⇥8 devices (Effect 2).

We believe that both effects may be partially explained by
considering how number of chips and transfer width contribute
to the electrical disturbance within a DIMM that may disrupt
the integrity of the signal between components. For example,
a larger transfer width increases internal data transfer current
(e.g., IDD4R=W in Table 19 of [35], which compares the power
consumption of ⇥4 and ⇥8 DRAM devices), leading to addi-
tional power noise across the device. Such power noise could
induce additional memory errors if, for example, charge were
to get trapped in components. Interestingly, we find that, for a
given chip density, the best architecture for device reliability
occurs when there is, first, low transfer width and, second, low
chips per DIMM. This is shown by the 2 Gb devices with 32
chips with a ⇥4 interface compared to the other 2 Gb devices
in Figure 9.
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A model for server failure
▪ use statistical regression model 

▪ compare control group vs. error group 
▪ linear regression in R 
▪ trained using data from analysis 

▪ enable exploratory analysis 
▪ high perf. vs. low power systems
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Fig. 14: The relative failure rate of
servers of different ages. There is no
clear trend when controlling only for
chip density.
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Fig. 15: The relative failure rate of servers of different
hchip density; CPU counti configurations. When controlling for
density and CPUs together, older devices usually have higher
failure rates.
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Fig. 16: The relative failure rate of
servers with different numbers of CPU
cores. Servers with more CPUs have
higher failure rates.

TABLE II: The factors in our regression analysis and the resulting error model. p-value is the likelihood that a characteristic is inaccurately modeled: lower
p-values indicate more accurate modeling. Significant? is whether the p-value is < 0:01, corresponding a < 1% chance that the characteristic is inaccurately
modeled. ˇ -coefficient is the characteristic’s contribution to error rate and standard error is how much the model differs from the measured values for a given
characteristic. The model is publicly available at [1].

Characteristic Description p-value Significant? ˇ -coefficient Standard error
Intercept A baseline server with 1 Gb chips with a ⇥4 interface and 0 <2:000 ⇥ 10�16 Yes �5:511 3:011 ⇥ 10�1

for all other factors.
Capacity DIMM capacity (GB). <2:000 ⇥ 10�16 Yes 9:012 ⇥ 10�2 2:168 ⇥ 10�2

Density2Gb 1 if the server has 2 Gb density chips; 0 otherwise. <2:000 ⇥ 10�16 Yes 1:018 1:039 ⇥ 10�1

Density4Gb 1 if the server has 4 Gb density chips; 0 otherwise. <2:000 ⇥ 10�16 Yes 2:585 1:907 ⇥ 10�1

Chips Number of chips per DIMM. <2:000 ⇥ 10�16 Yes �4:035 ⇥ 10�2 1:294 ⇥ 10�2

Width8 1 if the server has ⇥8 DRAM chips; 0 otherwise. 0:071 No 2:310 ⇥ 10�1 1:277 ⇥ 10�1

CPU% Average CPU utilization (%). <2:000 ⇥ 10�16 Yes 1:731 ⇥ 10�2 1:633 ⇥ 10�3

Memory% Average fraction of allocated physical pages (%). 0:962 No 5:905 ⇥ 10�5 1:224 ⇥ 10�3

Age Server age (years). <2:000 ⇥ 10�16 Yes 2:296 ⇥ 10�1 3:956 ⇥ 10�2

CPUs Number of physical CPU cores in the server. <2:000 ⇥ 10�16 Yes 2:126 ⇥ 10�1 1:449 ⇥ 10�2

Failure model

ln ŒF=.1 � F/ç D ˇIntercept C .Capacity � ˇCapacity/ C .Density2Gb � ˇDensity2Gb/ C .Density4Gb � ˇDensity4Gb/ C .Chips � ˇChips/
C.CPU% � ˇCPU%/ C .Age � ˇAge/ C .CPUs � ˇCPUs/

to determine which server characteristics have a statistically
significant effect on failure rate and how much they contribute
to failure rate. The resulting model can then be used to examine
how relative server failure rate changes for servers with different
characteristics, which can be used to reason about the relative
reliability of different server configurations.

We used R [3] for our statistical analysis. We performed
a logistic regression [15, 32] on a binary characteristic that
represented whether a server was part of the error group or
control group of servers (see Section II-E for our error and
control group classification/formation). We include most of the
characteristics we analyzed in Section IV in our regression with
the exception of DIMM vendor because it is anonymized and
workload type because it is difficult to apply outside the context
of our fleet.7 One limitation of the logistic regression model
is that it is able to identify only linear relationships between
characteristics and failure rates. On the other hand, using a
logistic regression made analyzing our large data set of errors
across many variables tractable.

Table II shows the parameters and output of the regression
and the resulting model (in the last row). The first two columns
describe the factors included in the regression. The third column
lists the resulting p-value for each factor after performing
the logistic regression. The p-value is the likelihood that a
characteristic is inaccurately modeled: lower p-values indicate
more accurate modeling. The fourth column describes whether
the p-value is < 0:01, corresponding to a < 1% chance that
the characteristic is inaccurately modeled. The fifth column, ˇ-

7This results in these contributions to the model being expressed indirectly
though other factors, whose values will be computed, in part, based on how
they are correlated with different vendors/workloads.

coefficient, is the characteristic’s contribution to error rate and
the last column, standard error, is how much the model differs
from the measured values for a given characteristic.

The Intercept is a byproduct of the regression and helps the
model fit the measured data better. It represents a server with
a certain set of baseline characteristics (listed in Table II) and
0 for all other factors (0 CPUs, 0 years old, and so on). The
factors Density2Gb and Density4Gb take on the value 0 or 1
depending on whether the server has the characteristic (in which
case the value is 1) or does not (0). Note that the regression
analysis computes the ˇ-coefficients for these variables in such
a way that when they are added to the model, they effectively
replace the default values represented in ˇIntercept (e.g., though
ˇIntercept represents a server with 1 Gb chips, when Density2Gb
is set to 1, the model computes the failure rate of servers with
2 Gb chips).

Note that a characteristic that is included in the model
does not necessarily mean that it affects failure rate in the
real world. It may mean that it is only correlated with other
characteristics that do affect failure rate. The opposite is true
as well: A characteristic that is not included in the model may
in fact contribute to failure rate but its effects are captured
by other characteristics present in the model. For example,
Figure 17 shows a heatmap representing the correlation between
the different measured factors: darker colors correspond to a
stronger correlation while lighter colors correspond to a weaker
correlation. While some factors that are independent of one
another have weak or no correlation (i.e., close to 0, such
as CPUs and Chips), others show strong correlations (i.e.,
more/less than ˙0:8, such as Capacity and Chips). We have
discussed and attempted to control for these correlations in
Section IV.

9
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days. We divide the graph into three regions based on the
different phases of our experiment. Region a shows the state
of the servers before page offlining was deployed. Region b
shows the state of the servers while page offlining was deployed
gradually to 100% of the servers (so that any malfunctions
of the deployment could be detected in a small number of
machines and not all of them). Region c shows the state of
the servers after page offlining was fully deployed.

Fig. 18: The effect of page offlining on error rate.

The initial hump in Region a from days 0 to 7 was due
to a bank failure on one server that generated a large number
of errors. By day 8 its effects were no longer noticeable in
the moving average and we compare the effectiveness of page
offlining to the error rate after day 8.

There are three things to note from Figure 18. First, after
deploying page offlining to 100% of the fleet at day 25,
error rate continues to decrease until day 50. We believe that
this is because some pages that contained errors, but which
were not accessed immediately after deploying page offlining,
were eventually accessed, triggering an error and taking the
page offline. In addition, some pages cannot be taken offline
immediately due to restrictions in the OS, which we will
describe in the next section. Second, comparing the error rate
at day 18 (right before initial testing) to the error rate at day 50
(after deploying page offlining and letting the servers run for a
couple of weeks), the error rate decreased by around 67%. This
is smaller than the 86% to 94% error rate reduction reported
in Hwang et al.’s study [16]. One reason for this could be that
the prior study may have included socket and channel errors in
their simulation – increasing the number of errors that could
be avoided due to page offlining. Third, we observe a relatively
large rate of error occurrence (e.g., at day 57 the error rate
is still around 18% of the maximum amount), even after page
offlining. This suggests that it is important to design devices
and other techniques that help reduce the error rate that does
not seem to be affected by aggressive page offlining.

C. Limitations
While page offlining is relatively effective at reducing the

number of reported errors, we find that it has two main limi-
tations that were not addressed in prior work. First, it reduces
memory capacity, which requires repairing a machine after a
certain fraction of its pages have been taken offline. Second, it
may not always succeed in real systems. We additionally logged
the failure rate of page offlining and found that around 6% of
the attempts to offline a page initially failed. One example we
found of why a page may fail to be offlined in the Linux kernel
is if its contents cannot be locked for exclusive access. For
example, if its data is being prefetched into the page cache at
the time when it is to be offlined, locking the page could result
in a deadlock, and so the Linux kernel does not allow this.
This, however, could be easily fixed by retrying page-offlining
at a later time, at the expense of added complexity to system
software.

Despite these limitations, however, we find that page of-
flining – when adapted to function at scale – provides reason-

able memory error tolerance benefits, as we have demonstrated.
We look forward to future works that analyze the interaction of
page offlining with other error correction methods.

VII. RELATED WORK
To the best of our knowledge, we have performed the

first analysis of DRAM failure trends (on modern DRAM
devices using modern data-intensive workloads) that have not
been identified in prior work (e.g., chip density, transfer width,
workload type), presented the first regression-based model for
examining the memory failure rate of systems, and performed
the first analysis of page offlining in the field. Prior large
scale empirical studies of memory errors analyzed various
aspects of memory errors in different systems. We have al-
ready presented extensive comparisons to the most prevalent of
them [44, 16, 47, 48, 10] throughout the paper. We will discuss
these and others here briefly.

Schroeder et al. performed the first study of memory errors
in the field on a majority of Google’s servers in 2009 [44].
The authors’ study showed the relatively high rate of memory
errors across Google’s server population, provided evidence that
errors are dominated by device failures (versus alpha particles),
and noted that they did not observe any indication that newer
generations of DRAM devices have worse error behavior, that
CPU and memory utilization are correlated with error rate, and
that average server error rate is very high – findings clarified
by our study in this paper, five years later, as we explained in
Section III. Their work formed the basis for what is known of
DRAM errors in the field.

Hwang et al. performed an analysis on a trace of memory
errors from a sample of Google servers and IBM supercomput-
ers, showing how errors are distributed across various DRAM
components [16], but without controlling for the effect of
socket and channel failures. The high number of repeat address
errors led them to simulate the effectiveness of page offlining
(proposed in [49]) on the memory error traces, which they found
to reduce error rate by 86% to 94%. Note that their study of
page offlining, unlike ours (presented in Section VI), was done
purely in simulation, not in a large scale system.

Sridharan et al. examined memory errors in a supercom-
puting environment [47, 48, 10]. Similar to Hwang et al., they
found that most memory errors are permanent and additionally
identified occurrences of multi-DIMM errors, and speculated as
to their origin. They also found that DRAM vendor and age are
correlated with error rate. Concurrent to our work, Sridharan et
al. also observe that average server errors are much larger than
median server errors [46], though we quantify and provide a
model for the full distribution of errors per server. Siddiqua et
al. provided an error classification methodology for the memory
controller and memory bus, but did not classify memory errors
at a finer DRAM chip-level granularity as we do [45]. They
found that a small number of faults generate a large number of
errors and that faults are predominantly permanent.

Nightingale et al. examined the failure rate of consumer PCs
and showed that increased CPU frequency is correlated with
increased DRAM error rates [40]. A pair of works by Li et al.
analyzed memory errors on 212 Ask.com servers and evaluated
their application-level impact [27, 28]. They found that most
memory errors are permanent and that memory errors affected
applications in noticeable ways, and proposed a technique to
monitor memory for errors to reduce application impact.

VIII. CONCLUSIONS
We performed a comprehensive analysis of the memory

errors across all of Facebook’s servers over fourteen months.
We analyzed a variety of factors and how they affect server
failure rate and observed several new reliability trends for
memory systems that have not been discussed before in lit-
erature. We find that (1) memory errors follow a power-law
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days. We divide the graph into three regions based on the
different phases of our experiment. Region a shows the state
of the servers before page offlining was deployed. Region b
shows the state of the servers while page offlining was deployed
gradually to 100% of the servers (so that any malfunctions
of the deployment could be detected in a small number of
machines and not all of them). Region c shows the state of
the servers after page offlining was fully deployed.

Fig. 18: The effect of page offlining on error rate.

The initial hump in Region a from days 0 to 7 was due
to a bank failure on one server that generated a large number
of errors. By day 8 its effects were no longer noticeable in
the moving average and we compare the effectiveness of page
offlining to the error rate after day 8.

There are three things to note from Figure 18. First, after
deploying page offlining to 100% of the fleet at day 25,
error rate continues to decrease until day 50. We believe that
this is because some pages that contained errors, but which
were not accessed immediately after deploying page offlining,
were eventually accessed, triggering an error and taking the
page offline. In addition, some pages cannot be taken offline
immediately due to restrictions in the OS, which we will
describe in the next section. Second, comparing the error rate
at day 18 (right before initial testing) to the error rate at day 50
(after deploying page offlining and letting the servers run for a
couple of weeks), the error rate decreased by around 67%. This
is smaller than the 86% to 94% error rate reduction reported
in Hwang et al.’s study [16]. One reason for this could be that
the prior study may have included socket and channel errors in
their simulation – increasing the number of errors that could
be avoided due to page offlining. Third, we observe a relatively
large rate of error occurrence (e.g., at day 57 the error rate
is still around 18% of the maximum amount), even after page
offlining. This suggests that it is important to design devices
and other techniques that help reduce the error rate that does
not seem to be affected by aggressive page offlining.

C. Limitations
While page offlining is relatively effective at reducing the

number of reported errors, we find that it has two main limi-
tations that were not addressed in prior work. First, it reduces
memory capacity, which requires repairing a machine after a
certain fraction of its pages have been taken offline. Second, it
may not always succeed in real systems. We additionally logged
the failure rate of page offlining and found that around 6% of
the attempts to offline a page initially failed. One example we
found of why a page may fail to be offlined in the Linux kernel
is if its contents cannot be locked for exclusive access. For
example, if its data is being prefetched into the page cache at
the time when it is to be offlined, locking the page could result
in a deadlock, and so the Linux kernel does not allow this.
This, however, could be easily fixed by retrying page-offlining
at a later time, at the expense of added complexity to system
software.

Despite these limitations, however, we find that page of-
flining – when adapted to function at scale – provides reason-

able memory error tolerance benefits, as we have demonstrated.
We look forward to future works that analyze the interaction of
page offlining with other error correction methods.

VII. RELATED WORK
To the best of our knowledge, we have performed the

first analysis of DRAM failure trends (on modern DRAM
devices using modern data-intensive workloads) that have not
been identified in prior work (e.g., chip density, transfer width,
workload type), presented the first regression-based model for
examining the memory failure rate of systems, and performed
the first analysis of page offlining in the field. Prior large
scale empirical studies of memory errors analyzed various
aspects of memory errors in different systems. We have al-
ready presented extensive comparisons to the most prevalent of
them [44, 16, 47, 48, 10] throughout the paper. We will discuss
these and others here briefly.

Schroeder et al. performed the first study of memory errors
in the field on a majority of Google’s servers in 2009 [44].
The authors’ study showed the relatively high rate of memory
errors across Google’s server population, provided evidence that
errors are dominated by device failures (versus alpha particles),
and noted that they did not observe any indication that newer
generations of DRAM devices have worse error behavior, that
CPU and memory utilization are correlated with error rate, and
that average server error rate is very high – findings clarified
by our study in this paper, five years later, as we explained in
Section III. Their work formed the basis for what is known of
DRAM errors in the field.

Hwang et al. performed an analysis on a trace of memory
errors from a sample of Google servers and IBM supercomput-
ers, showing how errors are distributed across various DRAM
components [16], but without controlling for the effect of
socket and channel failures. The high number of repeat address
errors led them to simulate the effectiveness of page offlining
(proposed in [49]) on the memory error traces, which they found
to reduce error rate by 86% to 94%. Note that their study of
page offlining, unlike ours (presented in Section VI), was done
purely in simulation, not in a large scale system.

Sridharan et al. examined memory errors in a supercom-
puting environment [47, 48, 10]. Similar to Hwang et al., they
found that most memory errors are permanent and additionally
identified occurrences of multi-DIMM errors, and speculated as
to their origin. They also found that DRAM vendor and age are
correlated with error rate. Concurrent to our work, Sridharan et
al. also observe that average server errors are much larger than
median server errors [46], though we quantify and provide a
model for the full distribution of errors per server. Siddiqua et
al. provided an error classification methodology for the memory
controller and memory bus, but did not classify memory errors
at a finer DRAM chip-level granularity as we do [45]. They
found that a small number of faults generate a large number of
errors and that faults are predominantly permanent.

Nightingale et al. examined the failure rate of consumer PCs
and showed that increased CPU frequency is correlated with
increased DRAM error rates [40]. A pair of works by Li et al.
analyzed memory errors on 212 Ask.com servers and evaluated
their application-level impact [27, 28]. They found that most
memory errors are permanent and that memory errors affected
applications in noticeable ways, and proposed a technique to
monitor memory for errors to reduce application impact.

VIII. CONCLUSIONS
We performed a comprehensive analysis of the memory

errors across all of Facebook’s servers over fourteen months.
We analyzed a variety of factors and how they affect server
failure rate and observed several new reliability trends for
memory systems that have not been discussed before in lit-
erature. We find that (1) memory errors follow a power-law
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days. We divide the graph into three regions based on the
different phases of our experiment. Region a shows the state
of the servers before page offlining was deployed. Region b
shows the state of the servers while page offlining was deployed
gradually to 100% of the servers (so that any malfunctions
of the deployment could be detected in a small number of
machines and not all of them). Region c shows the state of
the servers after page offlining was fully deployed.

Fig. 18: The effect of page offlining on error rate.

The initial hump in Region a from days 0 to 7 was due
to a bank failure on one server that generated a large number
of errors. By day 8 its effects were no longer noticeable in
the moving average and we compare the effectiveness of page
offlining to the error rate after day 8.

There are three things to note from Figure 18. First, after
deploying page offlining to 100% of the fleet at day 25,
error rate continues to decrease until day 50. We believe that
this is because some pages that contained errors, but which
were not accessed immediately after deploying page offlining,
were eventually accessed, triggering an error and taking the
page offline. In addition, some pages cannot be taken offline
immediately due to restrictions in the OS, which we will
describe in the next section. Second, comparing the error rate
at day 18 (right before initial testing) to the error rate at day 50
(after deploying page offlining and letting the servers run for a
couple of weeks), the error rate decreased by around 67%. This
is smaller than the 86% to 94% error rate reduction reported
in Hwang et al.’s study [16]. One reason for this could be that
the prior study may have included socket and channel errors in
their simulation – increasing the number of errors that could
be avoided due to page offlining. Third, we observe a relatively
large rate of error occurrence (e.g., at day 57 the error rate
is still around 18% of the maximum amount), even after page
offlining. This suggests that it is important to design devices
and other techniques that help reduce the error rate that does
not seem to be affected by aggressive page offlining.

C. Limitations
While page offlining is relatively effective at reducing the

number of reported errors, we find that it has two main limi-
tations that were not addressed in prior work. First, it reduces
memory capacity, which requires repairing a machine after a
certain fraction of its pages have been taken offline. Second, it
may not always succeed in real systems. We additionally logged
the failure rate of page offlining and found that around 6% of
the attempts to offline a page initially failed. One example we
found of why a page may fail to be offlined in the Linux kernel
is if its contents cannot be locked for exclusive access. For
example, if its data is being prefetched into the page cache at
the time when it is to be offlined, locking the page could result
in a deadlock, and so the Linux kernel does not allow this.
This, however, could be easily fixed by retrying page-offlining
at a later time, at the expense of added complexity to system
software.

Despite these limitations, however, we find that page of-
flining – when adapted to function at scale – provides reason-

able memory error tolerance benefits, as we have demonstrated.
We look forward to future works that analyze the interaction of
page offlining with other error correction methods.

VII. RELATED WORK
To the best of our knowledge, we have performed the

first analysis of DRAM failure trends (on modern DRAM
devices using modern data-intensive workloads) that have not
been identified in prior work (e.g., chip density, transfer width,
workload type), presented the first regression-based model for
examining the memory failure rate of systems, and performed
the first analysis of page offlining in the field. Prior large
scale empirical studies of memory errors analyzed various
aspects of memory errors in different systems. We have al-
ready presented extensive comparisons to the most prevalent of
them [44, 16, 47, 48, 10] throughout the paper. We will discuss
these and others here briefly.

Schroeder et al. performed the first study of memory errors
in the field on a majority of Google’s servers in 2009 [44].
The authors’ study showed the relatively high rate of memory
errors across Google’s server population, provided evidence that
errors are dominated by device failures (versus alpha particles),
and noted that they did not observe any indication that newer
generations of DRAM devices have worse error behavior, that
CPU and memory utilization are correlated with error rate, and
that average server error rate is very high – findings clarified
by our study in this paper, five years later, as we explained in
Section III. Their work formed the basis for what is known of
DRAM errors in the field.

Hwang et al. performed an analysis on a trace of memory
errors from a sample of Google servers and IBM supercomput-
ers, showing how errors are distributed across various DRAM
components [16], but without controlling for the effect of
socket and channel failures. The high number of repeat address
errors led them to simulate the effectiveness of page offlining
(proposed in [49]) on the memory error traces, which they found
to reduce error rate by 86% to 94%. Note that their study of
page offlining, unlike ours (presented in Section VI), was done
purely in simulation, not in a large scale system.

Sridharan et al. examined memory errors in a supercom-
puting environment [47, 48, 10]. Similar to Hwang et al., they
found that most memory errors are permanent and additionally
identified occurrences of multi-DIMM errors, and speculated as
to their origin. They also found that DRAM vendor and age are
correlated with error rate. Concurrent to our work, Sridharan et
al. also observe that average server errors are much larger than
median server errors [46], though we quantify and provide a
model for the full distribution of errors per server. Siddiqua et
al. provided an error classification methodology for the memory
controller and memory bus, but did not classify memory errors
at a finer DRAM chip-level granularity as we do [45]. They
found that a small number of faults generate a large number of
errors and that faults are predominantly permanent.

Nightingale et al. examined the failure rate of consumer PCs
and showed that increased CPU frequency is correlated with
increased DRAM error rates [40]. A pair of works by Li et al.
analyzed memory errors on 212 Ask.com servers and evaluated
their application-level impact [27, 28]. They found that most
memory errors are permanent and that memory errors affected
applications in noticeable ways, and proposed a technique to
monitor memory for errors to reduce application impact.

VIII. CONCLUSIONS
We performed a comprehensive analysis of the memory

errors across all of Facebook’s servers over fourteen months.
We analyzed a variety of factors and how they affect server
failure rate and observed several new reliability trends for
memory systems that have not been discussed before in lit-
erature. We find that (1) memory errors follow a power-law
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days. We divide the graph into three regions based on the
different phases of our experiment. Region a shows the state
of the servers before page offlining was deployed. Region b
shows the state of the servers while page offlining was deployed
gradually to 100% of the servers (so that any malfunctions
of the deployment could be detected in a small number of
machines and not all of them). Region c shows the state of
the servers after page offlining was fully deployed.

Fig. 18: The effect of page offlining on error rate.

The initial hump in Region a from days 0 to 7 was due
to a bank failure on one server that generated a large number
of errors. By day 8 its effects were no longer noticeable in
the moving average and we compare the effectiveness of page
offlining to the error rate after day 8.
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is smaller than the 86% to 94% error rate reduction reported
in Hwang et al.’s study [16]. One reason for this could be that
the prior study may have included socket and channel errors in
their simulation – increasing the number of errors that could
be avoided due to page offlining. Third, we observe a relatively
large rate of error occurrence (e.g., at day 57 the error rate
is still around 18% of the maximum amount), even after page
offlining. This suggests that it is important to design devices
and other techniques that help reduce the error rate that does
not seem to be affected by aggressive page offlining.

C. Limitations
While page offlining is relatively effective at reducing the

number of reported errors, we find that it has two main limi-
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the attempts to offline a page initially failed. One example we
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is if its contents cannot be locked for exclusive access. For
example, if its data is being prefetched into the page cache at
the time when it is to be offlined, locking the page could result
in a deadlock, and so the Linux kernel does not allow this.
This, however, could be easily fixed by retrying page-offlining
at a later time, at the expense of added complexity to system
software.

Despite these limitations, however, we find that page of-
flining – when adapted to function at scale – provides reason-

able memory error tolerance benefits, as we have demonstrated.
We look forward to future works that analyze the interaction of
page offlining with other error correction methods.

VII. RELATED WORK
To the best of our knowledge, we have performed the

first analysis of DRAM failure trends (on modern DRAM
devices using modern data-intensive workloads) that have not
been identified in prior work (e.g., chip density, transfer width,
workload type), presented the first regression-based model for
examining the memory failure rate of systems, and performed
the first analysis of page offlining in the field. Prior large
scale empirical studies of memory errors analyzed various
aspects of memory errors in different systems. We have al-
ready presented extensive comparisons to the most prevalent of
them [44, 16, 47, 48, 10] throughout the paper. We will discuss
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The authors’ study showed the relatively high rate of memory
errors across Google’s server population, provided evidence that
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CPU and memory utilization are correlated with error rate, and
that average server error rate is very high – findings clarified
by our study in this paper, five years later, as we explained in
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DRAM errors in the field.

Hwang et al. performed an analysis on a trace of memory
errors from a sample of Google servers and IBM supercomput-
ers, showing how errors are distributed across various DRAM
components [16], but without controlling for the effect of
socket and channel failures. The high number of repeat address
errors led them to simulate the effectiveness of page offlining
(proposed in [49]) on the memory error traces, which they found
to reduce error rate by 86% to 94%. Note that their study of
page offlining, unlike ours (presented in Section VI), was done
purely in simulation, not in a large scale system.

Sridharan et al. examined memory errors in a supercom-
puting environment [47, 48, 10]. Similar to Hwang et al., they
found that most memory errors are permanent and additionally
identified occurrences of multi-DIMM errors, and speculated as
to their origin. They also found that DRAM vendor and age are
correlated with error rate. Concurrent to our work, Sridharan et
al. also observe that average server errors are much larger than
median server errors [46], though we quantify and provide a
model for the full distribution of errors per server. Siddiqua et
al. provided an error classification methodology for the memory
controller and memory bus, but did not classify memory errors
at a finer DRAM chip-level granularity as we do [45]. They
found that a small number of faults generate a large number of
errors and that faults are predominantly permanent.

Nightingale et al. examined the failure rate of consumer PCs
and showed that increased CPU frequency is correlated with
increased DRAM error rates [40]. A pair of works by Li et al.
analyzed memory errors on 212 Ask.com servers and evaluated
their application-level impact [27, 28]. They found that most
memory errors are permanent and that memory errors affected
applications in noticeable ways, and proposed a technique to
monitor memory for errors to reduce application impact.

VIII. CONCLUSIONS
We performed a comprehensive analysis of the memory

errors across all of Facebook’s servers over fourteen months.
We analyzed a variety of factors and how they affect server
failure rate and observed several new reliability trends for
memory systems that have not been discussed before in lit-
erature. We find that (1) memory errors follow a power-law
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Fig. 17: The correlation between different measured factors.

Using the equation in Table II, we can solve for F , the rate
of memory failure for a server with a given set of characteristics.
For example, Table III compares the failure rates predicted by
the model for four different server types: (1) a low-end server
with low density DIMMs and few CPUs, (2) a high-end (HE)
server with high density DIMMs and twice as many CPUs
as the low-end server, (3) a high-end server that uses lower-
density DIMMs (HE/#density), and (4) a high-end server that
uses half as many CPUs (HE/#CPUs). So that the workload is
kept roughly similar across the configurations, we double the
CPU utilization for servers with half as many CPUs.
TABLE III: Predicted relative failure rates among different server types.
Factor Low-end High-end (HE) HE/#density HE/#CPUs
Capacity 4 GB 16 GB 4 GB 16 GB
Density2Gb 1 0 1 0
Density4Gb 0 1 0 1
Chips 16 32 16 32
CPU% 50% 25% 25% 50%
Age 1 1 1 1
CPUs 8 16 16 8
Predicted

0.12 0.78 0.33 0.51

relative

failure rate

We can see that the model-predicted failure rate of the high-
end server is 6:5⇥ that of the low-end server. This agrees with
the trends that we observed in Section IV, which showed, for
example, increasing failure rates with increasing chip density
and number of CPUs. Interestingly, the model can be used
to provide insight into the relative change in error rate for
different system design choices. For example, the failure rate
of the high-end server can be reduced by 57.7% by using
lower density DIMMs and by 34.6% by using half as many
cores. This indicates that designing systems with lower density
DIMMs can provide a larger DRAM reliability benefit than
designing systems with fewer CPUs. In this way, the model
that we develop allows system architects to easily and quickly
explore a large design space for memory reliability. We hope
that, by using the model, system architects can evaluate the
reliability trade-offs of their own system configurations in order
to achieve better memory reliability. We make the model also
available online at [1].

VI. EFFECT OF PAGE OFFLINING AT SCALE
We next discuss the results of a study performed to examine

ways to reduce memory errors using page offlining [49, 16].
Page offlining removes a physical page of memory that contains
a memory error from the set of physical pages of memory that
the operating system can allocate. This reduces the chance of
a more severe uncorrectable error occurring on that page com-

pared to leaving the faulty page in the physical address space.
While prior work evaluated page offlining using simulations on
memory traces [16], we deployed page offlining on a fraction of
the machines we examined (12,276 servers) and observed the
results. We next describe the system design decisions required
to make page-offlining work well at a large scale, and analyze
its effectiveness.

A. Design Decisions and Implementation
The three main design decisions we explore with respect

to utilizing page offlining in practice are: (1) when to take a
page offline, (2) for how long to take a page offline, and (3)
how many pages to take offline (the first and last of which were
also identified in [16]).

(1) When to take a page offline? ECC DIMMs provide
flexibility for tolerating correctable errors for a certain amount
of time. In some settings, it may make sense to wait until a
certain number of memory errors occur on a page in a certain
amount of time before taking the page offline. We examine a
conservative approach and take any page that had a memory er-
ror offline immediately (the same as the most aggressive policy
examined in prior work [16]). The rationale is that leaving a
page with an error in use increases the risk of an uncorrectable
error occurring on that page. Another option could be to leave
pages with errors in use for longer and, for example, design
applications that are not as adversely affected by memory errors.
Such an approach is taken by Flikker [31], which developed a
programming model for reasoning about the reliability of data,
and by heterogeneous-reliability memory systems where parts
of memory can be less reliable and application data that is less
vulnerable to errors can be allocated there [33].

(2) For how long to take a page offline? One question
that arose when designing page offlining at a large scale was
how to make an offlined page persist across machine reboots
(both planned and unplanned) and hardware changes (e.g., disk
replacement). Neither of these cases are handled by existing
techniques. Allowing an offlined page with a permanent error
to come back online can defeat the purpose of page offlining by
increasing the window of vulnerability for uncorrectable errors.
We examine a policy that takes pages offline permanently. To
keep track of offlined pages across machine reboots, we store
offlined pages by host name in a distributed database that is
queried when the OS kernel loads. This allows known-bad
pages to be taken offline before the kernel allocates them to
applications. Entries in this database need to be updated as
DRAM parts are replaced in a system.

(3) How many pages to take offline? Taking a page offline
reduces the size of physical memory in a system and could
cause increased swapping of pages to storage. To limit the
negative performance impact of this, we place a cap on the
number of physical pages that may be taken offline. Unlike
prior work, as we showed in Section III-B, socket and channel
failures can potentially cause page offlining to remove large
portions of the physical address space, potentially causing large
amounts of swapping to storage and degrading performance.
To check how many pages have been taken offline, logs are
routinely inspected on each machine. When the amount of
physical memory taken offline is greater than 5% of a server’s
physical memory capacity, a repair ticket is generated for the
server.

B. Effectiveness
Figure 18 shows a timeline of the normalized number of

errors in the 12,276 servers that we examine (unlike the rest
of this study, we only examine a small number of servers for
this technique). The experiment was performed for 86 days and
we measure the number of errors as a moving average over 30
days. As it was a production environment, page offlining was
deployed on all of the machines over the course of several
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Using the equation in Table II, we can solve for F , the rate
of memory failure for a server with a given set of characteristics.
For example, Table III compares the failure rates predicted by
the model for four different server types: (1) a low-end server
with low density DIMMs and few CPUs, (2) a high-end (HE)
server with high density DIMMs and twice as many CPUs
as the low-end server, (3) a high-end server that uses lower-
density DIMMs (HE/#density), and (4) a high-end server that
uses half as many CPUs (HE/#CPUs). So that the workload is
kept roughly similar across the configurations, we double the
CPU utilization for servers with half as many CPUs.
TABLE III: Predicted relative failure rates among different server types.
Factor Low-end High-end (HE) HE/#density HE/#CPUs
Capacity 4 GB 16 GB 4 GB 16 GB
Density2Gb 1 0 1 0
Density4Gb 0 1 0 1
Chips 16 32 16 32
CPU% 50% 25% 25% 50%
Age 1 1 1 1
CPUs 8 16 16 8
Predicted

0.12 0.78 0.33 0.51

relative

failure rate

We can see that the model-predicted failure rate of the high-
end server is 6:5⇥ that of the low-end server. This agrees with
the trends that we observed in Section IV, which showed, for
example, increasing failure rates with increasing chip density
and number of CPUs. Interestingly, the model can be used
to provide insight into the relative change in error rate for
different system design choices. For example, the failure rate
of the high-end server can be reduced by 57.7% by using
lower density DIMMs and by 34.6% by using half as many
cores. This indicates that designing systems with lower density
DIMMs can provide a larger DRAM reliability benefit than
designing systems with fewer CPUs. In this way, the model
that we develop allows system architects to easily and quickly
explore a large design space for memory reliability. We hope
that, by using the model, system architects can evaluate the
reliability trade-offs of their own system configurations in order
to achieve better memory reliability. We make the model also
available online at [1].

VI. EFFECT OF PAGE OFFLINING AT SCALE
We next discuss the results of a study performed to examine

ways to reduce memory errors using page offlining [49, 16].
Page offlining removes a physical page of memory that contains
a memory error from the set of physical pages of memory that
the operating system can allocate. This reduces the chance of
a more severe uncorrectable error occurring on that page com-

pared to leaving the faulty page in the physical address space.
While prior work evaluated page offlining using simulations on
memory traces [16], we deployed page offlining on a fraction of
the machines we examined (12,276 servers) and observed the
results. We next describe the system design decisions required
to make page-offlining work well at a large scale, and analyze
its effectiveness.

A. Design Decisions and Implementation
The three main design decisions we explore with respect

to utilizing page offlining in practice are: (1) when to take a
page offline, (2) for how long to take a page offline, and (3)
how many pages to take offline (the first and last of which were
also identified in [16]).

(1) When to take a page offline? ECC DIMMs provide
flexibility for tolerating correctable errors for a certain amount
of time. In some settings, it may make sense to wait until a
certain number of memory errors occur on a page in a certain
amount of time before taking the page offline. We examine a
conservative approach and take any page that had a memory er-
ror offline immediately (the same as the most aggressive policy
examined in prior work [16]). The rationale is that leaving a
page with an error in use increases the risk of an uncorrectable
error occurring on that page. Another option could be to leave
pages with errors in use for longer and, for example, design
applications that are not as adversely affected by memory errors.
Such an approach is taken by Flikker [31], which developed a
programming model for reasoning about the reliability of data,
and by heterogeneous-reliability memory systems where parts
of memory can be less reliable and application data that is less
vulnerable to errors can be allocated there [33].

(2) For how long to take a page offline? One question
that arose when designing page offlining at a large scale was
how to make an offlined page persist across machine reboots
(both planned and unplanned) and hardware changes (e.g., disk
replacement). Neither of these cases are handled by existing
techniques. Allowing an offlined page with a permanent error
to come back online can defeat the purpose of page offlining by
increasing the window of vulnerability for uncorrectable errors.
We examine a policy that takes pages offline permanently. To
keep track of offlined pages across machine reboots, we store
offlined pages by host name in a distributed database that is
queried when the OS kernel loads. This allows known-bad
pages to be taken offline before the kernel allocates them to
applications. Entries in this database need to be updated as
DRAM parts are replaced in a system.

(3) How many pages to take offline? Taking a page offline
reduces the size of physical memory in a system and could
cause increased swapping of pages to storage. To limit the
negative performance impact of this, we place a cap on the
number of physical pages that may be taken offline. Unlike
prior work, as we showed in Section III-B, socket and channel
failures can potentially cause page offlining to remove large
portions of the physical address space, potentially causing large
amounts of swapping to storage and degrading performance.
To check how many pages have been taken offline, logs are
routinely inspected on each machine. When the amount of
physical memory taken offline is greater than 5% of a server’s
physical memory capacity, a repair ticket is generated for the
server.

B. Effectiveness
Figure 18 shows a timeline of the normalized number of

errors in the 12,276 servers that we examine (unlike the rest
of this study, we only examine a small number of servers for
this technique). The experiment was performed for 86 days and
we measure the number of errors as a moving average over 30
days. As it was a production environment, page offlining was
deployed on all of the machines over the course of several
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Using the equation in Table II, we can solve for F , the rate
of memory failure for a server with a given set of characteristics.
For example, Table III compares the failure rates predicted by
the model for four different server types: (1) a low-end server
with low density DIMMs and few CPUs, (2) a high-end (HE)
server with high density DIMMs and twice as many CPUs
as the low-end server, (3) a high-end server that uses lower-
density DIMMs (HE/#density), and (4) a high-end server that
uses half as many CPUs (HE/#CPUs). So that the workload is
kept roughly similar across the configurations, we double the
CPU utilization for servers with half as many CPUs.
TABLE III: Predicted relative failure rates among different server types.
Factor Low-end High-end (HE) HE/#density HE/#CPUs
Capacity 4 GB 16 GB 4 GB 16 GB
Density2Gb 1 0 1 0
Density4Gb 0 1 0 1
Chips 16 32 16 32
CPU% 50% 25% 25% 50%
Age 1 1 1 1
CPUs 8 16 16 8
Predicted

0.12 0.78 0.33 0.51

relative

failure rate

We can see that the model-predicted failure rate of the high-
end server is 6:5⇥ that of the low-end server. This agrees with
the trends that we observed in Section IV, which showed, for
example, increasing failure rates with increasing chip density
and number of CPUs. Interestingly, the model can be used
to provide insight into the relative change in error rate for
different system design choices. For example, the failure rate
of the high-end server can be reduced by 57.7% by using
lower density DIMMs and by 34.6% by using half as many
cores. This indicates that designing systems with lower density
DIMMs can provide a larger DRAM reliability benefit than
designing systems with fewer CPUs. In this way, the model
that we develop allows system architects to easily and quickly
explore a large design space for memory reliability. We hope
that, by using the model, system architects can evaluate the
reliability trade-offs of their own system configurations in order
to achieve better memory reliability. We make the model also
available online at [1].

VI. EFFECT OF PAGE OFFLINING AT SCALE
We next discuss the results of a study performed to examine

ways to reduce memory errors using page offlining [49, 16].
Page offlining removes a physical page of memory that contains
a memory error from the set of physical pages of memory that
the operating system can allocate. This reduces the chance of
a more severe uncorrectable error occurring on that page com-

pared to leaving the faulty page in the physical address space.
While prior work evaluated page offlining using simulations on
memory traces [16], we deployed page offlining on a fraction of
the machines we examined (12,276 servers) and observed the
results. We next describe the system design decisions required
to make page-offlining work well at a large scale, and analyze
its effectiveness.

A. Design Decisions and Implementation
The three main design decisions we explore with respect

to utilizing page offlining in practice are: (1) when to take a
page offline, (2) for how long to take a page offline, and (3)
how many pages to take offline (the first and last of which were
also identified in [16]).

(1) When to take a page offline? ECC DIMMs provide
flexibility for tolerating correctable errors for a certain amount
of time. In some settings, it may make sense to wait until a
certain number of memory errors occur on a page in a certain
amount of time before taking the page offline. We examine a
conservative approach and take any page that had a memory er-
ror offline immediately (the same as the most aggressive policy
examined in prior work [16]). The rationale is that leaving a
page with an error in use increases the risk of an uncorrectable
error occurring on that page. Another option could be to leave
pages with errors in use for longer and, for example, design
applications that are not as adversely affected by memory errors.
Such an approach is taken by Flikker [31], which developed a
programming model for reasoning about the reliability of data,
and by heterogeneous-reliability memory systems where parts
of memory can be less reliable and application data that is less
vulnerable to errors can be allocated there [33].

(2) For how long to take a page offline? One question
that arose when designing page offlining at a large scale was
how to make an offlined page persist across machine reboots
(both planned and unplanned) and hardware changes (e.g., disk
replacement). Neither of these cases are handled by existing
techniques. Allowing an offlined page with a permanent error
to come back online can defeat the purpose of page offlining by
increasing the window of vulnerability for uncorrectable errors.
We examine a policy that takes pages offline permanently. To
keep track of offlined pages across machine reboots, we store
offlined pages by host name in a distributed database that is
queried when the OS kernel loads. This allows known-bad
pages to be taken offline before the kernel allocates them to
applications. Entries in this database need to be updated as
DRAM parts are replaced in a system.

(3) How many pages to take offline? Taking a page offline
reduces the size of physical memory in a system and could
cause increased swapping of pages to storage. To limit the
negative performance impact of this, we place a cap on the
number of physical pages that may be taken offline. Unlike
prior work, as we showed in Section III-B, socket and channel
failures can potentially cause page offlining to remove large
portions of the physical address space, potentially causing large
amounts of swapping to storage and degrading performance.
To check how many pages have been taken offline, logs are
routinely inspected on each machine. When the amount of
physical memory taken offline is greater than 5% of a server’s
physical memory capacity, a repair ticket is generated for the
server.

B. Effectiveness
Figure 18 shows a timeline of the normalized number of

errors in the 12,276 servers that we examine (unlike the rest
of this study, we only examine a small number of servers for
this technique). The experiment was performed for 86 days and
we measure the number of errors as a moving average over 30
days. As it was a production environment, page offlining was
deployed on all of the machines over the course of several
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Using the equation in Table II, we can solve for F , the rate
of memory failure for a server with a given set of characteristics.
For example, Table III compares the failure rates predicted by
the model for four different server types: (1) a low-end server
with low density DIMMs and few CPUs, (2) a high-end (HE)
server with high density DIMMs and twice as many CPUs
as the low-end server, (3) a high-end server that uses lower-
density DIMMs (HE/#density), and (4) a high-end server that
uses half as many CPUs (HE/#CPUs). So that the workload is
kept roughly similar across the configurations, we double the
CPU utilization for servers with half as many CPUs.
TABLE III: Predicted relative failure rates among different server types.
Factor Low-end High-end (HE) HE/#density HE/#CPUs
Capacity 4 GB 16 GB 4 GB 16 GB
Density2Gb 1 0 1 0
Density4Gb 0 1 0 1
Chips 16 32 16 32
CPU% 50% 25% 25% 50%
Age 1 1 1 1
CPUs 8 16 16 8
Predicted

0.12 0.78 0.33 0.51

relative

failure rate

We can see that the model-predicted failure rate of the high-
end server is 6:5⇥ that of the low-end server. This agrees with
the trends that we observed in Section IV, which showed, for
example, increasing failure rates with increasing chip density
and number of CPUs. Interestingly, the model can be used
to provide insight into the relative change in error rate for
different system design choices. For example, the failure rate
of the high-end server can be reduced by 57.7% by using
lower density DIMMs and by 34.6% by using half as many
cores. This indicates that designing systems with lower density
DIMMs can provide a larger DRAM reliability benefit than
designing systems with fewer CPUs. In this way, the model
that we develop allows system architects to easily and quickly
explore a large design space for memory reliability. We hope
that, by using the model, system architects can evaluate the
reliability trade-offs of their own system configurations in order
to achieve better memory reliability. We make the model also
available online at [1].

VI. EFFECT OF PAGE OFFLINING AT SCALE
We next discuss the results of a study performed to examine

ways to reduce memory errors using page offlining [49, 16].
Page offlining removes a physical page of memory that contains
a memory error from the set of physical pages of memory that
the operating system can allocate. This reduces the chance of
a more severe uncorrectable error occurring on that page com-

pared to leaving the faulty page in the physical address space.
While prior work evaluated page offlining using simulations on
memory traces [16], we deployed page offlining on a fraction of
the machines we examined (12,276 servers) and observed the
results. We next describe the system design decisions required
to make page-offlining work well at a large scale, and analyze
its effectiveness.

A. Design Decisions and Implementation
The three main design decisions we explore with respect

to utilizing page offlining in practice are: (1) when to take a
page offline, (2) for how long to take a page offline, and (3)
how many pages to take offline (the first and last of which were
also identified in [16]).

(1) When to take a page offline? ECC DIMMs provide
flexibility for tolerating correctable errors for a certain amount
of time. In some settings, it may make sense to wait until a
certain number of memory errors occur on a page in a certain
amount of time before taking the page offline. We examine a
conservative approach and take any page that had a memory er-
ror offline immediately (the same as the most aggressive policy
examined in prior work [16]). The rationale is that leaving a
page with an error in use increases the risk of an uncorrectable
error occurring on that page. Another option could be to leave
pages with errors in use for longer and, for example, design
applications that are not as adversely affected by memory errors.
Such an approach is taken by Flikker [31], which developed a
programming model for reasoning about the reliability of data,
and by heterogeneous-reliability memory systems where parts
of memory can be less reliable and application data that is less
vulnerable to errors can be allocated there [33].

(2) For how long to take a page offline? One question
that arose when designing page offlining at a large scale was
how to make an offlined page persist across machine reboots
(both planned and unplanned) and hardware changes (e.g., disk
replacement). Neither of these cases are handled by existing
techniques. Allowing an offlined page with a permanent error
to come back online can defeat the purpose of page offlining by
increasing the window of vulnerability for uncorrectable errors.
We examine a policy that takes pages offline permanently. To
keep track of offlined pages across machine reboots, we store
offlined pages by host name in a distributed database that is
queried when the OS kernel loads. This allows known-bad
pages to be taken offline before the kernel allocates them to
applications. Entries in this database need to be updated as
DRAM parts are replaced in a system.

(3) How many pages to take offline? Taking a page offline
reduces the size of physical memory in a system and could
cause increased swapping of pages to storage. To limit the
negative performance impact of this, we place a cap on the
number of physical pages that may be taken offline. Unlike
prior work, as we showed in Section III-B, socket and channel
failures can potentially cause page offlining to remove large
portions of the physical address space, potentially causing large
amounts of swapping to storage and degrading performance.
To check how many pages have been taken offline, logs are
routinely inspected on each machine. When the amount of
physical memory taken offline is greater than 5% of a server’s
physical memory capacity, a repair ticket is generated for the
server.

B. Effectiveness
Figure 18 shows a timeline of the normalized number of

errors in the 12,276 servers that we examine (unlike the rest
of this study, we only examine a small number of servers for
this technique). The experiment was performed for 86 days and
we measure the number of errors as a moving average over 30
days. As it was a production environment, page offlining was
deployed on all of the machines over the course of several
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