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What Will You Learn in This Course?

◼ Memory Systems and Memory-Centric Computing Systems

❑ July 9-13, 2018

◼ Topic 1: Main Memory Trends and Basics

◼ Topic 2: Memory Reliability & Security: RowHammer and Beyond

◼ Topic 3: In-memory Computation

◼ Topic 4: Low-Latency and Low-Energy Memory

◼ Topic 5 (unlikely): Enabling and Exploiting Non-Volatile Memory

◼ Topic 6 (unlikely): Flash Memory and SSD Scaling

◼ Major Overview Reading:

❑ Mutlu and Subramaniam, “Research Problems and Opportunities 
in Memory Systems,” SUPERFRI 2014.
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Security Implications
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Understanding RowHammer



Root Causes of Disturbance Errors

• Cause 1: Electromagnetic coupling
– Toggling the wordline voltage briefly increases the 

voltage of adjacent wordlines

– Slightly opens adjacent rows → Charge leakage

• Cause 2: Conductive bridges

• Cause 3: Hot-carrier injection

Confirmed by at least one manufacturer
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Experimental DRAM Testing Infrastructure
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An Experimental Study of Data Retention 
Behavior in Modern DRAM Devices: 
Implications for Retention Time Profiling 
Mechanisms (Liu et al., ISCA 2013)

The Efficacy of Error Mitigation Techniques 
for DRAM Retention Failures: A 
Comparative Experimental Study
(Khan et al., SIGMETRICS 2014)

Flipping Bits in Memory Without Accessing 
Them: An Experimental Study of DRAM 
Disturbance Errors (Kim et al., ISCA 2014)

Adaptive-Latency DRAM: Optimizing DRAM 
Timing for the Common-Case (Lee et al., 
HPCA 2015)

AVATAR: A Variable-Retention-Time (VRT) 
Aware Refresh for DRAM Systems (Qureshi
et al., DSN 2015)

http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_hpca15.pdf
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15.pdf


Experimental DRAM Testing Infrastructure

7Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.
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1. Most Modules Are at Risk

2. Errors vs. Vintage

3. Error = Charge Loss

4. Adjacency: Aggressor & Victim

5. Sensitivity Studies

6. Other Results in Paper

7. Solution Space
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RowHammer Characterization Results

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


4. Adjacency: Aggressor & Victim

Most aggressors & victims are adjacent
9

Note: For three modules with the most errors (only first bank)
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Note: For three modules with the most errors (only first bank)

N
o

t 
A

llo
w

ed

Less frequent accesses → Fewer errors

5
5
n
s

5
0
0
n
s

10

❶ Access Interval (Aggressor)



Note: Using three modules with the most errors (only first bank)

More frequent refreshes → Fewer errors

~7x frequent

6
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❷ Refresh Interval



RowStripe

~RowStripe

❸ Data Pattern
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Errors affected by data stored in other cells 
12



6. Other Results (in Paper)
• Victim Cells ≠ Weak Cells (i.e., leaky cells)

– Almost no overlap between them

• Errors not strongly affected by temperature
– Default temperature: 50°C

– At 30°C and 70°C, number of errors changes <15%

• Errors are repeatable
– Across ten iterations of testing, >70% of victim cells 

had errors in every iteration
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6. Other Results (in Paper) cont’d
• As many as 4 errors per cache-line

– Simple ECC (e.g., SECDED) cannot prevent all errors

• Number of cells & rows affected by aggressor
– Victims cells per aggressor:  ≤110

– Victims rows per aggressor:  ≤9

• Cells affected by two aggressors on either side
– Very small fraction of victim cells (<100) have an 

error when either one of the aggressors is toggled
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More on RowHammer Analysis
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◼ Yoongu Kim, Ross Daly, Jeremie Kim, Chris Fallin, Ji Hye Lee, Donghyuk
Lee, Chris Wilkerson, Konrad Lai, and Onur Mutlu,
"Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors"
Proceedings of the 41st International Symposium on Computer 
Architecture (ISCA), Minneapolis, MN, June 2014. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Source Code 
and Data]

https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
http://cag.engr.uconn.edu/isca2014/
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pdf
https://github.com/CMU-SAFARI/rowhammer


Retrospective on RowHammer & Future

16https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf

◼ Onur Mutlu,
"The RowHammer Problem and Other Issues We May Face as 
Memory Becomes Denser"
Invited Paper in Proceedings of the Design, Automation, and Test in 
Europe Conference (DATE), Lausanne, Switzerland, March 2017. 
[Slides (pptx) (pdf)] 

https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf
https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf
http://www.date-conference.com/
https://people.inf.ethz.ch/omutlu/pub/onur-Rowhammer-Memory-Security_date17-invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-Rowhammer-Memory-Security_date17-invited-talk.pdf


Challenge and Opportunity for Future

Fundamentally

Secure, Reliable, Safe

Computing Architectures
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Future Memory 

Reliability/Security Challenges



Future of Main Memory

◼ DRAM is becoming less reliable → more vulnerable
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Large-Scale Failure Analysis of DRAM Chips

◼ Analysis and modeling of memory errors found in all of 
Facebook’s server fleet

◼ Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"Revisiting Memory Errors in Large-Scale Production Data 
Centers: Analysis and Modeling of New Trends from the Field"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 
2015. 
[Slides (pptx) (pdf)] [DRAM Error Model] 
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http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15.pdf
http://2015.dsn.org/
http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15-talk.pdf
https://www.ece.cmu.edu/~safari/tools/memerr/index.html


DRAM Reliability Reducing

Meza+, “Revisiting Memory Errors in Large-Scale Production Data Centers,” DSN’15.



Aside: SSD Error Analysis in the Field

◼ First large-scale field study of flash memory errors

◼ Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"A Large-Scale Study of Flash Memory Errors in the Field"
Proceedings of the ACM International Conference on 
Measurement and Modeling of Computer Systems
(SIGMETRICS), Portland, OR, June 2015. 
[Slides (pptx) (pdf)] [Coverage at ZDNet]
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http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15.pdf
http://www.sigmetrics.org/sigmetrics2015/
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pdf
http://www.zdnet.com/article/facebooks-ssd-experience/


Future of Main Memory

◼ DRAM is becoming less reliable → more vulnerable

◼ Due to difficulties in DRAM scaling, other problems may 
also appear (or they may be going unnoticed)

◼ Some errors may already be slipping into the field

❑ Read disturb errors (Rowhammer)

❑ Retention errors

❑ Read errors, write errors

❑ …

◼ These errors can also pose security vulnerabilities
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DRAM Data Retention Time Failures

◼ Determining the data retention time of a cell/row is getting 
more difficult

◼ Retention failures may already be slipping into the field

24



◼ Jamie Liu, Ben Jaiyen, Yoongu Kim, Chris Wilkerson, and Onur Mutlu,
"An Experimental Study of Data Retention Behavior in Modern DRAM 
Devices: Implications for Retention Time Profiling Mechanisms"
Proceedings of the 40th International Symposium on Computer Architecture
(ISCA), Tel-Aviv, Israel, June 2013. Slides (ppt) Slides (pdf)
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Analysis of Data Retention Failures [ISCA’13]

http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://isca2013.eew.technion.ac.il/
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.ppt
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.pdf


Two Challenges to Retention Time Profiling

◼ Data Pattern Dependence (DPD) of retention time

◼ Variable Retention Time (VRT) phenomenon

26



Two Challenges to Retention Time Profiling

◼ Challenge 1: Data Pattern Dependence (DPD)

❑ Retention time of a DRAM cell depends on its value and the 
values of cells nearby it

❑ When a row is activated, all bitlines are perturbed simultaneously

27



◼ Electrical noise on the bitline affects reliable sensing of a DRAM cell

◼ The magnitude of this noise is affected by values of nearby cells via

❑ Bitline-bitline coupling → electrical coupling between adjacent bitlines

❑ Bitline-wordline coupling → electrical coupling between each bitline and 

the activated wordline

Data Pattern Dependence

28



◼ Electrical noise on the bitline affects reliable sensing of a DRAM cell

◼ The magnitude of this noise is affected by values of nearby cells via

❑ Bitline-bitline coupling → electrical coupling between adjacent bitlines

❑ Bitline-wordline coupling → electrical coupling between each bitline and 

the activated wordline

◼ Retention time of a cell depends on data patterns stored in 
nearby cells 

→ need to find the worst data pattern to find worst-case retention time

→ this pattern is location dependent

Data Pattern Dependence
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Two Challenges to Retention Time Profiling

◼ Challenge 2: Variable Retention Time (VRT)

❑ Retention time of a DRAM cell changes randomly over time       

◼ a cell alternates between multiple retention time states

❑ Leakage current of a cell changes sporadically due to a charge 
trap in the gate oxide of the DRAM cell access transistor

❑ When the trap becomes occupied, charge leaks more readily 
from the transistor’s drain, leading to a short retention time

◼ Called Trap-Assisted Gate-Induced Drain Leakage

❑ This process appears to be a random process [Kim+ IEEE TED’11]

❑ Worst-case retention time depends on a random process 

→ need to find the worst case despite this

30



Modern DRAM Retention Time Distribution
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Newer device families have more weak cells than older ones
Likely a result of technology scaling

OLDER

NEWER

OLDER

NEWER



An Example VRT Cell
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A cell from E 2Gb chip family



Variable Retention Time

33

A 2Gb chip family

Min ret time = Max ret time

Expected if no VRT

Most failing cells 

exhibit VRT

Many failing cells jump from 

very high retention time to very low



◼ Jamie Liu, Ben Jaiyen, Yoongu Kim, Chris Wilkerson, and Onur Mutlu,
"An Experimental Study of Data Retention Behavior in Modern DRAM 
Devices: Implications for Retention Time Profiling Mechanisms"
Proceedings of the 40th International Symposium on Computer Architecture
(ISCA), Tel-Aviv, Israel, June 2013. Slides (ppt) Slides (pdf)
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More on Data Retention Failures [ISCA’13]

http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://isca2013.eew.technion.ac.il/
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.ppt
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.pdf


Industry Is Writing Papers About It, Too
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Industry Is Writing Papers About It, Too



Refresh Overhead: Performance
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8%

46%

Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



Refresh Overhead: Energy
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15%

47%

Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



Retention Time Profile of DRAM
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RAIDR: Eliminating Unnecessary Refreshes

◼ Observation: Most DRAM rows can be refreshed much less often 
without losing data [Kim+, EDL’09][Liu+ ISCA’13]

◼ Key idea: Refresh rows containing weak cells 

more frequently, other rows less frequently

1. Profiling: Profile retention time of all rows

2. Binning: Store rows into bins by retention time in memory controller

Efficient storage with Bloom Filters (only 1.25KB for 32GB memory)

3. Refreshing: Memory controller refreshes rows in different bins at 
different rates

◼ Results: 8-core, 32GB, SPEC, TPC-C, TPC-H

❑ 74.6% refresh reduction @ 1.25KB storage

❑ ~16%/20% DRAM dynamic/idle power reduction

❑ ~9% performance improvement 

❑ Benefits increase with DRAM capacity

40
Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



More on RAIDR: Perf+Energy Perspective

◼ Jamie Liu, Ben Jaiyen, Richard Veras, and Onur Mutlu,
"RAIDR: Retention-Aware Intelligent DRAM Refresh"
Proceedings of the 39th International Symposium on 
Computer Architecture (ISCA), Portland, OR, June 2012. 
Slides (pdf)

41

http://users.ece.cmu.edu/~omutlu/pub/raidr-dram-refresh_isca12.pdf
http://isca2012.ittc.ku.edu/
http://users.ece.cmu.edu/~omutlu/pub/liu_isca12_talk.pdf


Finding DRAM Retention Failures

◼ How can we reliably find the retention time of all DRAM 
cells?

◼ Goals: so that we can

❑ Make DRAM reliable and secure

❑ Make techniques like RAIDR work 

→ improve performance and energy

42



◼ Samira Khan, Donghyuk Lee, Yoongu Kim, Alaa Alameldeen, Chris Wilkerson, 
and Onur Mutlu,
"The Efficacy of Error Mitigation Techniques for DRAM Retention 
Failures: A Comparative Experimental Study"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Austin, TX, June 2014. [Slides 
(pptx) (pdf)] [Poster (pptx) (pdf)] [Full data sets] 

43

Mitigation of Retention Issues [SIGMETRICS’14]

http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://www.sigmetrics.org/sigmetrics2014/
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-talk.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-poster.pptx
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-poster.pdf
http://www.ece.cmu.edu/~safari/tools/dram-sigmetrics2014-fulldata.html


Key Observations:
• Testing alone cannot detect all possible failures

• Combination of ECC and other mitigation 
techniques is much more effective

– But degrades performance

• Testing can help to reduce the ECC strength

– Even when starting with a higher strength ECC

Towards an Online Profiling System

Khan+, “The Efficacy of Error Mitigation Techniques for DRAM Retention Failures: A Comparative 
Experimental Study,” SIGMETRICS 2014.



Run tests periodically after a short interval 
at smaller regions of memory 

Towards an Online Profiling System

Initially Protect DRAM 
with Strong ECC 1

Periodically Test
Parts of DRAM 2

Test

Test

Test

Mitigate errors and
reduce ECC 3



◼ Moinuddin Qureshi, Dae Hyun Kim, Samira Khan, Prashant Nair, and Onur Mutlu,
"AVATAR: A Variable-Retention-Time (VRT) Aware Refresh for DRAM 
Systems"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 2015.
[Slides (pptx) (pdf)]
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Handling Variable Retention Time [DSN’15]

https://people.inf.ethz.ch/omutlu/pub/avatar-dram-refresh_dsn15.pdf
http://2015.dsn.org/
https://people.inf.ethz.ch/omutlu/pub/avatar-dram-refresh_dsn15-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/avatar-dram-refresh_dsn15-talk.pdf


AVATAR

Insight: Avoid retention failures ➔ Upgrade row on ECC error

Observation: Rate of VRT >> Rate of soft error (50x-2500x)
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RESULTS: REFRESH SAVINGS
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AVATAR

No VRT

AVATAR reduces refresh by 60%-70%, similar to multi rate 
refresh but with VRT tolerance

Retention Testing Once a Year can revert refresh saving from 
60% to 70%



SPEEDUP
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◼ Samira Khan, Donghyuk Lee, and Onur Mutlu,
"PARBOR: An Efficient System-Level Technique to Detect Data-
Dependent Failures in DRAM"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Toulouse, France, June 2016.
[Slides (pptx) (pdf)]
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Handling Data-Dependent Failures [DSN’16]

https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_dsn16.pdf
http://2015.dsn.org/
https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_khan_dsn16-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_khan_dsn16-talk.pdf


◼ Samira Khan, Chris Wilkerson, Zhe Wang, Alaa R. Alameldeen, Donghyuk Lee, 
and Onur Mutlu,
"Detecting and Mitigating Data-Dependent DRAM Failures by Exploiting 
Current Memory Content"
Proceedings of the 50th International Symposium on Microarchitecture (MICRO), 
Boston, MA, USA, October 2017.
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Poster (pptx) (pdf)]
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Handling Data-Dependent Failures [MICRO’17]

https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17.pdf
http://www.microarch.org/micro50/
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-lightning-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-poster.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-poster.pdf


Handling Both DPD and VRT [ISCA’17]

53

◼ Minesh Patel, Jeremie S. Kim, and Onur Mutlu,
"The Reach Profiler (REAPER): Enabling the Mitigation of DRAM 
Retention Failures via Profiling at Aggressive Conditions"
Proceedings of the 44th International Symposium on Computer 
Architecture (ISCA), Toronto, Canada, June 2017.
[Slides (pptx) (pdf)]
[Lightning Session Slides (pptx) (pdf)]

◼ First experimental analysis of (mobile) LPDDR4 chips

◼ Analyzes the complex tradeoff space of retention time profiling

◼ Idea: enable fast and robust profiling at higher refresh intervals & temperatures

https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17.pdf
http://isca17.ece.utoronto.ca/doku.php
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pdf


The Reach Profiler (REAPER):
Enabling the Mitigation of DRAM Retention Failures

via Profiling at Aggressive Conditions

Minesh Patel Jeremie S. Kim

Onur Mutlu
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Leaky Cells

Periodic DRAM Refresh

Performance + Energy Overhead
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Goal: find all retention failures for 
a refresh interval T > default (64ms)
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Variable retention time

Data pattern dependence

Process, voltage, temperature
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Characterization of 
368 LPDDR4 DRAM Chips

1

2

Cells are more likely to fail at an 
increased (refresh interval | temperature)

Complex tradeoff space between profiling
(speed & coverage & false positives)
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+ Faster and more reliable 
than current approaches

Reach Profiling

A new DRAM retention failure 
profiling methodology

+ Enables longer refresh intervals



1. DRAM Refresh Background

2. Failure Profiling Challenges

4. LPDDR4 Characterization

5. Reach Profiling

3. Current Approaches

REAPER Outline

6. End-to-end Evaluation

18/36



• 368 2y-nm LPDDR4 DRAM chips 
- 4Gb chip size

- From 3 major DRAM vendors

• Thermally controlled testing chamber
- Ambient temperature range: {40°C – 55°C} ± 0.25°C

- DRAM temperature is held at 15°C above ambient

Experimental Infrastructure

19/36



LPDDR4 Studies

1. Temperature

2. Data Pattern Dependence

3. Retention Time Distributions

4. Variable Retention Time

5. Individual Cell Characterization

20/36



• New failing cells continue to appear over time
- Attributed to variable retention time (VRT)

• The set of failing cells changes over time

Representative chip from Vendor B, 2048ms, 45°C
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Long-term Continuous Profiling
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• New failing cells continue to appear over time
- Attributed to variable retention time (VRT)

• The set of failing cells changes over time

Representative chip from Vendor B, 2048ms, 45°C
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Error correction codes (ECC)
and online profiling are necessary

to manage new failing cells

Long-term Continuous Profiling
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1. DRAM Refresh Background

2. Failure Profiling Challenges

4. LPDDR4 Characterization

5. Reach Profiling

3. Current Approaches

REAPER Outline

6. End-to-end Evaluation

23/36



Reach Profiling
Key idea: profile at a longer refresh interval 
and/or a higher temperature

refresh interval

te
m

p
e

ra
tu

re

operate 
here

24/36



Reach Profiling
Key idea: profile at a longer refresh interval 
and/or a higher temperature

refresh interval

te
m

p
e

ra
tu

re

operate 
here

profile 
here

24/36



•Pros
- Fast + Reliable: reach profiling searches 

for cells where they are most likely to fail

•Cons
- False Positives: profiler may identify 

cells that fail under profiling conditions, 
but not under operating conditions

Reach Profiling
Key idea: profile at a longer refresh interval 
and/or a higher temperature

25/36



Towards an Implementation
Reach profiling is a general methodology

3 key questions for an implementation:

What are desirable profiling conditions?

How often should the system profile?

What information does the profiler need?

26/36



1. Runtime: how long profiling takes

2. Coverage: portion of all possible 
failures discovered by profiling

3. False positives: number of cells 
observed to fail during profiling but 
never during actual operation

Three Key Profiling Metrics

27/36



1. Runtime: how long profiling takes

2. Coverage: portion of all possible 
failures discovered by profiling

3. False positives: number of cells 
observed to fail during profiling but 
never during actual operation

Three Key Profiling Metrics

We explore how these three metrics
change under many different

profiling conditions
27/36



Evaluation Methodology
• Simulators

- Performance: Ramulator [Kim+, CAL’15]

- Energy: DRAMPower [Chandrasekar+, DSD’11]

• Configuration
- 4-core (4GHz), 8MB LLC

- LPDDR4-3200, 4 channels, 1 rank/channel

• Workloads
- 20 random 4-core benchmark mixes

- SPEC CPU2006 benchmark suite
33/36



Simulated End-to-end Performance

refresh interval (ms)
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Simulated End-to-end Performance

Reprofile
often

Reprofile
rarely

refresh interval (ms)

On average, REAPER enables:
16.3% system performance improvement

36.4% DRAM power reduction

REAPER enables longer refresh intervals, 
which are unreasonable 

using brute-force profiling

34/36



Other Analyses in the Paper
• Detailed LPDDR4 characterization data

- Temperature dependence effects

- Retention time distributions

- Data pattern dependence

- Variable retention time

- Individual cell failure distributions

• Profiling tradeoff space characterization
- Runtime, coverage, and false positive rate

- Temperature and refresh interval

• Probabilistic model for tolerable failure rates

• Detailed results for end-to-end evaluations
35/36



Problem: 
•DRAM refresh performance and energy overhead is high 

•Current approaches to retention failure profiling are slow or unreliable

Goals: 
1. Thoroughly analyze profiling tradeoffs

2. Develop a fast and reliable profiling mechanism

Key Contributions:
1. First detailed characterization of 368 LPDDR4 DRAM chips

2. Reach profiling: Profile at a longer refresh interval or higher 
temperature than target conditions, where cells are more likely to fail

Evaluation:
•2.5x faster profiling with 99% coverage and 50% false positives

•REAPER enables 16.3% system performance improvement and 36.4% 
DRAM power reduction

•Enables longer refresh intervals that were previously unreasonable

REAPER Summary

36/36



Handling Both DPD and VRT [ISCA’17]

95

◼ Minesh Patel, Jeremie S. Kim, and Onur Mutlu,
"The Reach Profiler (REAPER): Enabling the Mitigation of DRAM 
Retention Failures via Profiling at Aggressive Conditions"
Proceedings of the 44th International Symposium on Computer 
Architecture (ISCA), Toronto, Canada, June 2017.
[Slides (pptx) (pdf)]
[Lightning Session Slides (pptx) (pdf)]

◼ First experimental analysis of (mobile) LPDDR4 chips

◼ Analyzes the complex tradeoff space of retention time profiling

◼ Idea: enable fast and robust profiling at higher refresh intervals & temperatures

https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17.pdf
http://isca17.ece.utoronto.ca/doku.php
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pdf


The DRAM Latency PUF: 
Quickly Evaluating Physical Unclonable Functions 

by Exploiting the Latency-Reliability Tradeoff 
in Modern Commodity DRAM Devices

Jeremie S. Kim Minesh Patel  

Hasan Hassan   Onur Mutlu

QR Code for the paper
https://people.inf.ethz.ch/omutlu/pub/dram-latency-puf_hpca18.pdf

HPCA 2018



How Do We Keep Memory Secure?

◼ DRAM

◼ Flash memory

◼ Emerging Technologies

❑ Phase Change Memory

❑ STT-MRAM

❑ RRAM, memristors

❑ … 
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Solution Direction: Principled Designs

Design fundamentally secure

computing architectures 

Predict and prevent 

such safety issues
98



How Do We Keep Memory Secure?

◼ Understand: Solid methodologies for failure modeling and 
discovery

❑ Modeling based on real device data – small scale and large scale

❑ Metrics for secure architectures

◼ Architect: Principled co-architecting of system and memory

❑ Good partitioning of duties across the stack

❑ Patch-ability in the field

◼ Design & Test: Principled electronic design, automation, testing

❑ Design for security

❑ High coverage and good interaction with reliability methods
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100Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.

Temperature
Controller

PC

HeaterFPGAs FPGAs

Understand and Model with Experiments (DRAM)



Understand and Model with Experiments (Flash)

USB Jack

Virtex-II Pro

(USB controller)

Virtex-V FPGA

(NAND Controller)

HAPS-52 Mother Board

USB Daughter Board

NAND Daughter Board

1x-nm

NAND Flash

[DATE 2012, ICCD 2012, DATE 2013, ITJ 2013, ICCD 2013, SIGMETRICS 2014, 
HPCA 2015, DSN 2015, MSST 2015, JSAC 2016, HPCA 2017, DFRWS 2017, 
PIEEE’17, HPCA’18, SIGMETRICS’18]

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.



102

https://arxiv.org/pdf/1706.08642

Proceedings of the IEEE, Sept. 2017

Understanding Flash Memory Reliability

https://arxiv.org/pdf/1706.08642
https://arxiv.org/pdf/1706.08642


Understanding Flash Memory Reliability

◼ Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"A Large-Scale Study of Flash Memory Errors in the Field"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Portland, OR, June 
2015.
[Slides (pptx) (pdf)] [Coverage at ZDNet] [Coverage on The Register] 
[Coverage on TechSpot] [Coverage on The Tech Report]
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https://people.inf.ethz.ch/omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15.pdf
http://www.sigmetrics.org/sigmetrics2015/
https://people.inf.ethz.ch/omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pdf
http://www.zdnet.com/article/facebooks-ssd-experience/
http://www.theregister.co.uk/2015/06/22/facebook_reveals_ssd_failure_rate_trough/
http://www.techspot.com/news/61090-researchers-publish-first-large-scale-field-ssd-reliability.html
http://techreport.com/news/28519/facebook-ssd-reliability-study-shows-early-burnouts


NAND Flash Vulnerabilities [HPCA’17]

104

https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17.pdf

HPCA, Feb. 2017

https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17.pdf


3D NAND Flash Reliability I [HPCA’18]

◼ Yixin Luo, Saugata Ghose, Yu Cai, Erich F. Haratsch, and Onur Mutlu,
"HeatWatch: Improving 3D NAND Flash Memory Device 
Reliability by Exploiting Self-Recovery and Temperature-
Awareness"
Proceedings of the 24th International Symposium on High-Performance 
Computer Architecture (HPCA), Vienna, Austria, February 2018.
[Lightning Talk Video]
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)]
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https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18.pdf
https://hpca2018.ece.ucsb.edu/
https://www.youtube.com/watch?v=7ZpGozzEVpY&feature=youtu.be
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_talk.pptx
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_talk.pdf
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_lightning-talk.pdf


3D NAND Flash Reliability II [SIGMETRICS’18]

◼ Yixin Luo, Saugata Ghose, Yu Cai, Erich F. Haratsch, and Onur Mutlu,
"Improving 3D NAND Flash Memory Lifetime by Tolerating 
Early Retention Loss and Process Variation"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Irvine, CA, USA, June 
2018.
[Abstract]
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http://www.sigmetrics.org/sigmetrics2018/
https://people.inf.ethz.ch/omutlu/pub/3D-NAND-flash-lifetime-early-retention-loss-and-process-variation_sigmetrics18-abstract.pdf


If Time Permits: NAND Flash Vulnerabilities

◼ Yu Cai, Saugata Ghose, Erich F. Haratsch, Yixin Luo, and Onur Mutlu,
"Error Characterization, Mitigation, and Recovery in Flash Memory Based 
Solid State Drives"
Proceedings of the IEEE, September 2017. 

Cai+, “Error Patterns in MLC NAND Flash Memory: Measurement, Characterization, and Analysis,” DATE 2012.

Cai+, “Flash Correct-and-Refresh: Retention-Aware Error Management for Increased Flash Memory Lifetime,” ICCD 2012.

Cai+, “Threshold Voltage Distribution in MLC NAND Flash Memory: Characterization, Analysis and Modeling,” DATE 2013.

Cai+, “Error Analysis and Retention-Aware Error Management for NAND Flash Memory,” Intel Technology Journal 2013.

Cai+, “Program Interference in MLC NAND Flash Memory: Characterization, Modeling, and Mitigation,” ICCD 2013.

Cai+, “Neighbor-Cell Assisted Error Correction for MLC NAND Flash Memories,” SIGMETRICS 2014.

Cai+,”Data Retention in MLC NAND Flash Memory: Characterization, Optimization and Recovery,” HPCA 2015.

Cai+, “Read Disturb Errors in MLC NAND Flash Memory: Characterization and Mitigation,” DSN 2015. 

Luo+, “WARM: Improving NAND Flash Memory Lifetime with Write-hotness Aware Retention Management,” MSST 2015.

Meza+, “A Large-Scale Study of Flash Memory Errors in the Field,” SIGMETRICS 2015.

Luo+, “Enabling Accurate and Practical Online Flash Channel Modeling for Modern MLC NAND Flash Memory,” IEEE JSAC 
2016.

Cai+, “Vulnerabilities in MLC NAND Flash Memory Programming: Experimental Analysis, Exploits, and Mitigation 
Techniques,” HPCA 2017.

Fukami+, “Improving the Reliability of Chip-Off Forensic Analysis of NAND Flash Memory Devices,” DFRWS EU 2017. 

Luo+, “HeatWatch: Improving 3D NAND Flash Memory Device Reliability by Exploiting Self-Recovery and Temperature-
Awareness," HPCA 2018.

Luo+, “Improving 3D NAND Flash Memory Lifetime by Tolerating Early Retention Loss and Process Variation," SIGMETRICS 
2018.

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.

https://arxiv.org/pdf/1706.08642.pdf
http://proceedingsoftheieee.ieee.org/


There are Two Other Solution Directions

◼ New Technologies: Replace or (more likely) augment DRAM 
with a different technology

❑ Non-volatile memories

◼ Embracing Un-reliability:

Design memories with different reliability

and store data intelligently across them

[Luo+ DSN 2014]

◼ …
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Fundamental solutions to security 
require co-design across the hierarchy

Micro-architecture

SW/HW Interface

Program/Language

Algorithm

Problem

Logic

Devices

System Software

Electrons



App/Data A App/Data B App/Data C

M
em
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ry

 e
rr

o
r 

vu
ln

er
ab

ili
ty

Vulnerable 
data

Tolerant 
data

Exploiting Memory Error Tolerance 
with Hybrid Memory Systems

Heterogeneous-Reliability Memory [DSN 2014]

Low-cost memoryReliable memory

Vulnerable 
data

Tolerant 
data

Vulnerable 
data

Tolerant 
data

• ECC protected
• Well-tested chips

• NoECC or Parity
• Less-tested chips

109

On Microsoft’s Web Search workload
Reduces server hardware cost by 4.7 %
Achieves single server availability target of 99.90 %



Heterogeneous-Reliability Memory

App 1 
data A

App 1 
data B

App 2 
data A

App 2 
data B

App 3 
data A

App 3 
data B

Step 2: Map application data to the HRM system 
enabled by SW/HW cooperative solutions

Step 1: Characterize and classify
application memory error tolerance

Reliable 
memory

Parity memory 
+ software recovery (Par+R)

Low-cost memory

UnreliableReliable

Vulnerable Tolerant

App 1 
data A

App 2 
data A

App 2 
data B

App 3 
data A

App 3 
data B

App 1 
data B
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Evaluation Results
Typical Server
Consumer PC
HRM
Less-Tested (L)
HRM/L

Bigger area means better tradeoff 111

Outer is betterInner is worse

http://www.cs.cmu.edu/afs/cs/usr/yixinluo/www/bin-debug/RadarChart_Demo.swf


More on Heterogeneous-Reliability Memory

◼ Yixin Luo, Sriram Govindan, Bikash Sharma, Mark Santaniello, Justin Meza, Aman
Kansal, Jie Liu, Badriddine Khessib, Kushagra Vaid, and Onur Mutlu,
"Characterizing Application Memory Error Vulnerability to Optimize 
Data Center Cost via Heterogeneous-Reliability Memory"
Proceedings of the 44th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Atlanta, GA, June 2014. [Summary] 
[Slides (pptx) (pdf)] [Coverage on ZDNet] 
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http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_dsn14.pdf
http://2014.dsn.org/
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory_dsn14-summary.pdf
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_luo_dsn14-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_luo_dsn14-talk.pdf
http://www.zdnet.com/how-good-does-memory-need-to-be-7000031853/


Summary: Memory Reliability and Security

◼ Memory reliability is reducing

◼ Reliability issues open up security vulnerabilities

❑ Very hard to defend against

◼ Rowhammer is an example 

❑ Its implications on system security research are tremendous & exciting

◼ Good news: We have a lot more to do.

◼ Understand: Solid methodologies for failure modeling and discovery

❑ Modeling based on real device data – small scale and large scale

◼ Architect: Principled co-architecting of system and memory

❑ Good partitioning of duties across the stack

◼ Design & Test: Principled electronic design, automation, testing

❑ High coverage and good interaction with system reliability methods
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Challenge and Opportunity for Future

Fundamentally

Secure, Reliable, Safe

Computing Architectures
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One Important Takeaway

Main Memory Needs 

Intelligent Controllers
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Prof. Onur Mutlu

omutlu@gmail.com

https://people.inf.ethz.ch/omutlu

11 July 2018

HiPEAC ACACES Summer School 2018

Memory Systems 

and Memory-Centric Computing Systems

Lec 3 Topic 2: Memory Reliability and Security

mailto:omutlu@gmail.com
https://people.inf.ethz.ch/omutlu


Flash Memory

Reliability and Security



Evolution of NAND Flash Memory

◼ Flash memory is widening its range of applications

❑ Portable consumer devices, laptop PCs and enterprise servers

Seaung Suk Lee, “Emerging Challenges in NAND Flash Technology”, Flash Summit 2011 (Hynix)

CMOS scaling

More bits per Cell
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Flash Challenges: Reliability and Endurance

E. Grochowski et al., “Future technology challenges for NAND flash and HDD products”, 

Flash Memory Summit 2012

▪ P/E cycles 
(required)

▪ P/E cycles 
(provided)

A few thousand

Writing 

the full capacity 

of the drive 

10 times per day 

for 5 years 

(STEC)

> 50k P/E cycles
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NAND Flash Memory is Increasingly Noisy

Noisy NANDWrite Read

120



Future NAND Flash-based Storage Architecture

Memory

Signal 

Processing

Error

Correction

Raw Bit 

Error Rate

Uncorrectable 

BER < 10-15

Noisy
HighLower

121

Build reliable error models for NAND flash memory 

Design efficient reliability mechanisms based on the model

Our Goals:

Better



NAND Flash Error Model

Noisy NANDWrite Read

Experimentally characterize and model dominant errors

▪ Neighbor page 
prog/read (c-to-c 
interference)

▪ Retention
▪ Erase block

▪ Program page

Write Read

Cai et al., “Threshold voltage 

distribution in MLC NAND Flash 

Memory: Characterization, Analysis, 

and Modeling”, DATE 2013

Cai et al., “Vulnerabilities in MLC 

NAND Flash Memory Programming: 

Experimental Analysis, Exploits, and 

Mitigation Techniques”, HPCA 2017

Cai et al., “Flash Correct-and-Refresh: 

Retention-aware error management for 

increased flash memory lifetime”, ICCD 2012

122

Cai et al., “Program Interference in MLC 

NAND Flash Memory: Characterization, 

Modeling, and Mitigation”, ICCD 2013

Cai et al., “Neighbor-Cell Assisted Error 

Correction in MLC NAND Flash 

Memories”, SIGMETRICS 2014

Cai et al., “Read Disturb Errors in MLC 

NAND Flash Memory: Characterization 

and Mitigation”, DSN 2015

Cai et al., “Error Patterns in MLC NAND Flash Memory: Measurement, Characterization, and Analysis””, DATE 2012

Cai et al., “Error Analysis and Retention-
Aware Error Management for NAND Flash 
Memory”, ITJ 2013

Cai et al., “Data Retention in MLC NAND 
Flash Memory: Characterization, 
Optimization and Recovery”, HPCA 2015

Luo et al., “Enabling Accurate and Practical Online Flash Channel Modeling for Modern MLC NAND Flash Memory”, JSAC 2016



Our Goals and Approach

◼ Goals:

❑ Understand error mechanisms and develop reliable predictive 
models for MLC NAND flash memory errors

❑ Develop efficient error management techniques to mitigate 
errors and improve flash reliability and endurance

◼ Approach:

❑ Solid experimental analyses of errors in real MLC NAND flash 
memory → drive the understanding and models

❑ Understanding, models, and creativity → drive the new 

techniques
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Experimental Testing Platform

USB Jack

Virtex-II Pro

(USB controller)

Virtex-V FPGA

(NAND Controller)

HAPS-52 Mother Board

USB Daughter Board

NAND Daughter Board

1x-nm

NAND Flash

[DATE 2012, ICCD 2012, DATE 2013, ITJ 2013, ICCD 2013, SIGMETRICS 2014, 
HPCA 2015, DSN 2015, MSST 2015, JSAC 2016, HPCA 2017, DFRWS 2017, 
PIEEE 2017, HPCA 2018, SIGMETRICS 2018]

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.



NAND Flash Error Types

◼ Four types of errors [Cai+, DATE 2012]

◼ Caused by common flash operations

❑ Read errors

❑ Erase errors

❑ Program (interference) errors

◼ Caused by flash cell losing charge over time

❑ Retention errors

◼ Whether an error happens depends on required retention time

◼ Especially problematic in MLC flash because threshold voltage 
window to determine stored value is smaller
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retention errors

◼ Raw bit error rate increases exponentially with P/E cycles

◼ Retention errors are dominant (>99% for 1-year ret. time)

◼ Retention errors increase with retention time requirement

Observations: Flash Error Analysis

126

P/E Cycles

Cai et al., Error Patterns in MLC NAND Flash Memory, DATE 2012.



More on Flash Error Analysis

◼ Yu Cai, Erich F. Haratsch, Onur Mutlu, and Ken Mai,
"Error Patterns in MLC NAND Flash Memory: 
Measurement, Characterization, and Analysis"
Proceedings of the Design, Automation, and Test in Europe 
Conference (DATE), Dresden, Germany, March 2012. Slides 
(ppt)
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http://users.ece.cmu.edu/~omutlu/pub/flash-error-patterns_date12.pdf
http://www.date-conference.com/
http://users.ece.cmu.edu/~omutlu/pub/cai_date12_talk.ppt


Solution to Retention Errors

◼ Refresh periodically

◼ Change the period based on P/E cycle wearout

❑ Refresh more often at higher P/E cycles

◼ Use a combination of in-place and remapping-based refresh

◼ Cai et al. “Flash Correct-and-Refresh: Retention-Aware 
Error Management for Increased Flash Memory Lifetime”, 
ICCD 2012.
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Flash Correct-and-Refresh [ICCD’12]

◼ Yu Cai, Gulay Yalcin, Onur Mutlu, Erich F. Haratsch, Adrian Cristal, 
Osman Unsal, and Ken Mai,
"Flash Correct-and-Refresh: Retention-Aware Error 
Management for Increased Flash Memory Lifetime"
Proceedings of the 30th IEEE International Conference on Computer 
Design (ICCD), Montreal, Quebec, Canada, September 2012. Slides 
(ppt)(pdf)
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https://people.inf.ethz.ch/omutlu/pub/mutlu_iccd12_talk.pdf


Many Errors and Their Mitigation [PIEEE’17]

130

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.
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https://arxiv.org/pdf/1706.08642

Proceedings of the IEEE, Sept. 2017

Many Errors and Their Mitigation [PIEEE’17]

https://arxiv.org/pdf/1706.08642
https://arxiv.org/pdf/1706.08642


One Issue: Read Disturb in Flash Memory

◼ All scaled memories are prone to read disturb errors

◼ DRAM

◼ SRAM

◼ Hard Disks: Adjacent Track Interference

◼ NAND Flash
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NAND Flash Memory Background
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Sense Amplifiers

Flash Cell Array

Block X

Page Y

Sense Amplifiers
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Flash Cell

Floating 
Gate
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Drain
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Floating Gate Transistor
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2.5 V
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Flash Read

Vread = 2.5 V Vth = 
3 V

Vth = 
2 V

1 0

Vread = 2.5 V
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Flash Pass-Through

Vpass = 5 V Vth = 
2 V

1

Vpass = 5 V
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Read from Flash Cell Array

3.0V 3.8V 3.9V 4.8V

3.5V 2.9V 2.4V 2.1V

2.2V 4.3V 4.6V 1.8V

3.5V 2.3V 1.9V 4.3V

Vread = 2.5 V

Vpass = 5.0 V

Vpass = 5.0 V

Vpass = 5.0 V

1 100Correct values 
for page 2: 138
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Read Disturb Problem: “Weak Programming” Effect

3.0V 3.8V 3.9V 4.8V

3.5V 2.9V 2.4V 2.1V

2.2V 4.3V 4.6V 1.8V

3.5V 2.3V 1.9V 4.3V

Repeatedly read page 3 (or any page other than page 2) 139

Read (2.5V)

Pass (5V)

Pass (5V)

Pass (5V)

Page 1

Page 2

Page 3

Page 4



Vread = 2.5 V

Vpass = 5.0 V

Vpass = 5.0 V

Vpass = 5.0 V

0 100

Read Disturb Problem: “Weak Programming” Effect

High pass-through voltage induces “weak-programming” effect

3.0V 3.8V 3.9V 4.8V

3.5V 2.9V 2.1V

2.2V 4.3V 4.6V 1.8V

3.5V 2.3V 1.9V 4.3V

Incorrect values 
from page 2: 
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Executive Summary [DSN’15]
• Read disturb errors limit flash memory lifetime today
– Apply a high pass-through voltage (Vpass) to multiple pages on a read

– Repeated application of Vpass can alter stored values in unread pages

• We characterize read disturb on real NAND flash chips
– Slightly lowering Vpass greatly reduces read disturb errors

– Some flash cells are more prone to read disturb

• Technique 1: Mitigate read disturb errors online
– Vpass Tuning dynamically finds and applies a lowered Vpass per block

– Flash memory lifetime improves by 21%

• Technique 2: Recover after failure to prevent data loss
– Read Disturb Oriented Error Recovery (RDR) selectively corrects 

cells more susceptible to read disturb errors

– Reduces raw bit error rate (RBER) by up to 36%
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Read Disturb Prone vs. Resistant Cells
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Observation 2: Some Flash Cells Are
More Prone to Read Disturb
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Disturb-prone cells have higher threshold voltages

Disturb-resistant cells have lower threshold voltages

After 250K read disturbs:

Disturb-prone
→ER state

Disturb-resistant
→P1 state



Read Disturb Oriented Error Recovery (RDR)

•Triggered by an uncorrectable flash error

–Back up all valid data in the faulty block

–Disturb the faulty page 100K times (more)

–Compare Vth’s before and after read disturb

–Select cells susceptible to flash errors (Vref−σ<Vth<Vref−σ)

–Predict among these susceptible cells

• Cells with more Vth shifts are disturb-prone → Higher Vth state

• Cells with less Vth shifts are disturb-resistant → Lower Vth state
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Reduces total error count by up to 36% @ 1M read disturbs
ECC can be used to correct the remaining errors



More on Flash Read Disturb Errors [DSN’15]

◼ Yu Cai, Yixin Luo, Saugata Ghose, Erich F. Haratsch, Ken Mai, 
and Onur Mutlu,
"Read Disturb Errors in MLC NAND Flash Memory: 
Characterization and Mitigation"
Proceedings of the 45th Annual IEEE/IFIP International 
Conference on Dependable Systems and Networks (DSN), Rio de 
Janeiro, Brazil, June 2015. 
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http://users.ece.cmu.edu/~omutlu/pub/flash-read-disturb-errors_dsn15.pdf
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Large-Scale SSD Error Analysis [SIGMETRICS’15]

◼ First large-scale field study of flash memory errors

◼ Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"A Large-Scale Study of Flash Memory Errors in the Field"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Portland, OR, June 
2015. 
[Slides (pptx) (pdf)] [Coverage at ZDNet] [Coverage on The Register] 
[Coverage on TechSpot] [Coverage on The Tech Report] 
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http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15.pdf
http://www.sigmetrics.org/sigmetrics2015/
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pdf
http://www.zdnet.com/article/facebooks-ssd-experience/
http://www.theregister.co.uk/2015/06/22/facebook_reveals_ssd_failure_rate_trough/
http://www.techspot.com/news/61090-researchers-publish-first-large-scale-field-ssd-reliability.html
http://techreport.com/news/28519/facebook-ssd-reliability-study-shows-early-burnouts


Another Lecture: NAND Flash Reliability
◼ Yu Cai, Saugata Ghose, Erich F. Haratsch, Yixin Luo, and Onur Mutlu,

"Error Characterization, Mitigation, and Recovery in Flash Memory Based 
Solid State Drives"
Proceedings of the IEEE, September 2017. 

Cai+, “Error Patterns in MLC NAND Flash Memory: Measurement, Characterization, and Analysis,” DATE 2012.

Cai+, “Flash Correct-and-Refresh: Retention-Aware Error Management for Increased Flash Memory Lifetime,” ICCD 2012.

Cai+, “Threshold Voltage Distribution in MLC NAND Flash Memory: Characterization, Analysis and Modeling,” DATE 2013.

Cai+, “Error Analysis and Retention-Aware Error Management for NAND Flash Memory,” Intel Technology Journal 2013.

Cai+, “Program Interference in MLC NAND Flash Memory: Characterization, Modeling, and Mitigation,” ICCD 2013.

Cai+, “Neighbor-Cell Assisted Error Correction for MLC NAND Flash Memories,” SIGMETRICS 2014.

Cai+,”Data Retention in MLC NAND Flash Memory: Characterization, Optimization and Recovery,” HPCA 2015.

Cai+, “Read Disturb Errors in MLC NAND Flash Memory: Characterization and Mitigation,” DSN 2015. 

Luo+, “WARM: Improving NAND Flash Memory Lifetime with Write-hotness Aware Retention Management,” MSST 2015.

Meza+, “A Large-Scale Study of Flash Memory Errors in the Field,” SIGMETRICS 2015.

Luo+, “Enabling Accurate and Practical Online Flash Channel Modeling for Modern MLC NAND Flash Memory,” IEEE JSAC 
2016.

Cai+, “Vulnerabilities in MLC NAND Flash Memory Programming: Experimental Analysis, Exploits, and Mitigation 
Techniques,” HPCA 2017.

Fukami+, “Improving the Reliability of Chip-Off Forensic Analysis of NAND Flash Memory Devices,” DFRWS EU 2017. 

Luo+, “HeatWatch: Improving 3D NAND Flash Memory Device Reliability by Exploiting Self-Recovery and Temperature-
Awareness," HPCA 2018.

Luo+, “Improving 3D NAND Flash Memory Lifetime by Tolerating Early Retention Loss and Process Variation," SIGMETRICS 
2018.

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.

https://arxiv.org/pdf/1706.08642.pdf
http://proceedingsoftheieee.ieee.org/


NAND Flash Vulnerabilities [HPCA’17]

148

https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17.pdf

HPCA, Feb. 2017

https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17.pdf


NAND Flash Errors: A Modern Survey 
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https://arxiv.org/pdf/1706.08642

Proceedings of the IEEE, Sept. 2017

https://arxiv.org/pdf/1706.08642
https://arxiv.org/pdf/1706.08642


Summary: Memory Reliability and Security

◼ Memory reliability is reducing

◼ Reliability issues open up security vulnerabilities

❑ Very hard to defend against

◼ Rowhammer is an example 

❑ Its implications on system security research are tremendous & exciting

◼ Good news: We have a lot more to do.

◼ Understand: Solid methodologies for failure modeling and discovery

❑ Modeling based on real device data – small scale and large scale

◼ Architect: Principled co-architecting of system and memory

❑ Good partitioning of duties across the stack

◼ Design & Test: Principled electronic design, automation, testing

❑ High coverage and good interaction with system reliability methods
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Other Works on Flash Memory
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NAND Flash Error Model

Noisy NANDWrite Read

Experimentally characterize and model dominant errors

▪ Neighbor page 
prog/read (c-to-c 
interference)

▪ Retention
▪ Erase block

▪ Program page

Write Read

Cai et al., “Threshold voltage 

distribution in MLC NAND Flash 

Memory: Characterization, Analysis, 

and Modeling”, DATE 2013

Cai et al., “Vulnerabilities in MLC 

NAND Flash Memory Programming: 

Experimental Analysis, Exploits, and 

Mitigation Techniques”, HPCA 2017

Cai et al., “Flash Correct-and-Refresh: 

Retention-aware error management for 

increased flash memory lifetime”, ICCD 2012
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Cai et al., “Program Interference in MLC 

NAND Flash Memory: Characterization, 

Modeling, and Mitigation”, ICCD 2013

Cai et al., “Neighbor-Cell Assisted Error 

Correction in MLC NAND Flash 

Memories”, SIGMETRICS 2014

Cai et al., “Read Disturb Errors in MLC 

NAND Flash Memory: Characterization 

and Mitigation”, DSN 2015

Cai et al., “Error Patterns in MLC NAND Flash Memory: Measurement, Characterization, and Analysis””, DATE 2012

Cai et al., “Error Analysis and Retention-
Aware Error Management for NAND Flash 
Memory, ITJ 2013

Cai et al., “Data Retention in MLC NAND 
Flash Memory: Characterization, 
Optimization and Recovery" , HPCA 2015

Luo et al., “Enabling Accurate and Practical Online Flash Channel Modeling for Modern MLC NAND Flash Memory”, JSAC 2016



Threshold Voltage Distribution

◼ Yu Cai, Erich F. Haratsch, Onur Mutlu, and Ken Mai,
"Threshold Voltage Distribution in MLC NAND Flash 
Memory: Characterization, Analysis and Modeling"
Proceedings of the Design, Automation, and Test in Europe 
Conference (DATE), Grenoble, France, March 2013. Slides 
(ppt)
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http://users.ece.cmu.edu/~omutlu/pub/flash-memory-voltage-characterization_date13.pdf
http://www.date-conference.com/
http://users.ece.cmu.edu/~omutlu/pub/cai_date13_talk.ppt


Program Interference and Vref Prediction

◼ Yu Cai, Onur Mutlu, Erich F. Haratsch, and Ken Mai,
"Program Interference in MLC NAND Flash Memory: 
Characterization, Modeling, and Mitigation"
Proceedings of the 31st IEEE International Conference on 
Computer Design (ICCD), Asheville, NC, October 2013. 
Slides (pptx) (pdf) Lightning Session Slides (pdf)
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http://users.ece.cmu.edu/~omutlu/pub/flash-programming-interference_iccd13.pdf
http://www.iccd-conf.com/
http://users.ece.cmu.edu/~omutlu/pub/cai_iccd13_talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/cai_iccd13_talk.pdf
http://users.ece.cmu.edu/~omutlu/pub/cai_iccd13_lightning-talk.pdf


Neighbor-Assisted Error Correction

◼ Yu Cai, Gulay Yalcin, Onur Mutlu, Eric Haratsch, Osman Unsal, 
Adrian Cristal, and Ken Mai,
"Neighbor-Cell Assisted Error Correction for MLC NAND 
Flash Memories"
Proceedings of the ACM International Conference on 
Measurement and Modeling of Computer Systems 
(SIGMETRICS), Austin, TX, June 2014. Slides (ppt) (pdf)
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http://users.ece.cmu.edu/~omutlu/pub/neighbor-assisted-error-correction-in-flash_sigmetrics14.pdf
http://www.sigmetrics.org/sigmetrics2014/
http://users.ece.cmu.edu/~omutlu/pub/neighbor-assisted-error-correction-in-flash_cai_sigmetrics14-talk.ppt
http://users.ece.cmu.edu/~omutlu/pub/neighbor-assisted-error-correction-in-flash_cai_sigmetrics14-talk.pdf


Data Retention

◼ Yu Cai, Yixin Luo, Erich F. Haratsch, Ken Mai, and Onur Mutlu,
"Data Retention in MLC NAND Flash Memory: Characterization, 
Optimization and Recovery"
Proceedings of the 21st International Symposium on High-Performance 
Computer Architecture (HPCA), Bay Area, CA, February 2015. 
[Slides (pptx) (pdf)] 
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http://users.ece.cmu.edu/~omutlu/pub/flash-memory-data-retention_hpca15.pdf
http://darksilicon.org/hpca/
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-data-retention_yixin_hpca15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-data-retention_yixin_hpca15-talk.pdf


SSD Error Analysis in the Field

◼ First large-scale field study of flash memory errors

◼ Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"A Large-Scale Study of Flash Memory Errors in the Field"
Proceedings of the ACM International Conference on 
Measurement and Modeling of Computer Systems
(SIGMETRICS), Portland, OR, June 2015. 
[Slides (pptx) (pdf)] [Coverage at ZDNet] [Coverage on The 
Register] [Coverage on TechSpot] [Coverage on The Tech 
Report] 
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http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15.pdf
http://www.sigmetrics.org/sigmetrics2015/
http://users.ece.cmu.edu/~omutlu/pub/flash-memory-failures-in-the-field-at-facebook_sigmetrics15-talk.pptx
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http://www.zdnet.com/article/facebooks-ssd-experience/
http://www.theregister.co.uk/2015/06/22/facebook_reveals_ssd_failure_rate_trough/
http://www.techspot.com/news/61090-researchers-publish-first-large-scale-field-ssd-reliability.html
http://techreport.com/news/28519/facebook-ssd-reliability-study-shows-early-burnouts


Flash Memory Programming Vulnerabilities
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◼ Yu Cai, Saugata Ghose, Yixin Luo, Ken Mai, Onur Mutlu, and Erich F. 
Haratsch,
"Vulnerabilities in MLC NAND Flash Memory Programming: 
Experimental Analysis, Exploits, and Mitigation Techniques"
Proceedings of the 23rd International Symposium on High-Performance 
Computer Architecture (HPCA) Industrial Session, Austin, TX, USA, 
February 2017. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] 

https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17.pdf
https://hpca2017.org/
https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/flash-memory-programming-vulnerabilities_hpca17-lightning-talk.pdf


Accurate and Online Channel Modeling

159

◼ Yixin Luo, Saugata Ghose, Yu Cai, Erich F. Haratsch, and Onur Mutlu,
"Enabling Accurate and Practical Online Flash Channel Modeling 
for Modern MLC NAND Flash Memory"
to appear in IEEE Journal on Selected Areas in Communications (JSAC), 
2016. 

https://people.inf.ethz.ch/omutlu/pub/online-nand-flash-memory-channel-model_jsac16.pdf
http://www.comsoc.org/jsac


3D NAND Flash Reliability I [HPCA’18]

◼ Yixin Luo, Saugata Ghose, Yu Cai, Erich F. Haratsch, and Onur Mutlu,
"HeatWatch: Improving 3D NAND Flash Memory Device 
Reliability by Exploiting Self-Recovery and Temperature-
Awareness"
Proceedings of the 24th International Symposium on High-Performance 
Computer Architecture (HPCA), Vienna, Austria, February 2018.
[Lightning Talk Video]
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)]
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https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18.pdf
https://hpca2018.ece.ucsb.edu/
https://www.youtube.com/watch?v=7ZpGozzEVpY&feature=youtu.be
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https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_talk.pdf
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/heatwatch-3D-nand-errors-and-self-recovery_hpca18_lightning-talk.pdf


3D NAND Flash Reliability II [SIGMETRICS’18]

◼ Yixin Luo, Saugata Ghose, Yu Cai, Erich F. Haratsch, and Onur Mutlu,
"Improving 3D NAND Flash Memory Lifetime by Tolerating 
Early Retention Loss and Process Variation"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Irvine, CA, USA, June 
2018.
[Abstract]
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http://www.sigmetrics.org/sigmetrics2018/
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Backup Slides
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More on DRAM Refresh
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Tackling Refresh: Solutions

◼ Parallelize refreshes with accesses [Chang+ HPCA’14]

◼ Eliminate unnecessary refreshes [Liu+ ISCA’12]

❑ Exploit device characteristics 

❑ Exploit data and application characteristics

◼ Reduce refresh rate and detect+correct errors that occur 
[Khan+ SIGMETRICS’14]

◼ Understand retention time behavior in DRAM [Liu+ ISCA’13]
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Summary: Refresh-Access Parallelization

• DRAM refresh interferes with memory accesses
– Degrades system performance and energy efficiency

– Becomes exacerbated as DRAM density increases

• Goal: Serve memory accesses in parallel with refreshes to 
reduce refresh interference on demand requests

• Our mechanisms:
– 1. Enable more parallelization between refreshes and accesses across 

different banks with new per-bank refresh scheduling algorithms

– 2. Enable serving accesses concurrently with refreshes in the same bank 
by exploiting parallelism across DRAM subarrays

• Improve system performance and energy efficiency for a wide 
variety of different workloads and DRAM densities
– 20.2% and 9.0% for 8-core systems using 32Gb DRAM at low cost

– Very close to the ideal scheme without refreshes
165

Chang+, “Improving DRAM Performance by Parallelizing Refreshes with Accesses,” HPCA 2014.
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Time

Per-bank refresh in mobile DRAM (LPDDRx)

Existing Refresh Modes
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Shortcomings of Per-Bank Refresh

• Problem 1: Refreshes to different banks are scheduled 
in a strict round-robin order 

– The static ordering is hardwired into DRAM chips

– Refreshes busy banks with many queued requests when 
other banks are idle

• Key idea: Schedule per-bank refreshes to idle banks 
opportunistically in a dynamic order 
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Our First Approach: DARP

• Dynamic Access-Refresh Parallelization (DARP)

– An improved scheduling policy for per-bank refreshes

– Exploits refresh scheduling flexibility in DDR DRAM

• Component 1: Out-of-order per-bank refresh

– Avoids poor static scheduling decisions

– Dynamically issues per-bank refreshes to idle banks

• Component 2: Write-Refresh Parallelization

– Avoids refresh interference on latency-critical reads

– Parallelizes refreshes with a batch of writes
169



Shortcomings of Per-Bank Refresh

• Problem 2: Banks that are being refreshed cannot 
concurrently serve memory requests

170

Time
Bank 0RD

Delayed by refresh

Per-Bank Refresh



Shortcomings of Per-Bank Refresh

• Problem 2: Refreshing banks cannot concurrently serve 
memory requests

• Key idea: Exploit subarrays within a bank to parallelize 
refreshes and accesses across subarrays
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Methodology

• 100 workloads: SPEC CPU2006, STREAM, TPC-C/H, random access

• System performance metric: Weighted speedup
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Comparison Points

• All-bank refresh [DDR3, LPDDR3, …]

• Per-bank refresh [LPDDR3]

• Elastic refresh [Stuecheli et al., MICRO ‘10]:
– Postpones refreshes by a time delay based on the predicted 

rank idle time to avoid interference on memory requests

– Proposed to schedule all-bank refreshes without exploiting 
per-bank refreshes

– Cannot parallelize refreshes and accesses within a rank

• Ideal (no refresh)
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7.9% 12.3% 20.2%

1. Both DARP & SARP provide performance gains and 
combining them (DSARP) improves even more
2. Consistent system performance improvement across 
DRAM densities (within 0.9%, 1.2%, and 3.8% of ideal)



Energy Efficiency
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More Information on Refresh-Access Parallelization

◼ Kevin Chang, Donghyuk Lee, Zeshan Chishti, Alaa Alameldeen, Chris 
Wilkerson, Yoongu Kim, and Onur Mutlu,
"Improving DRAM Performance by Parallelizing Refreshes with 
Accesses"
Proceedings of the 20th International Symposium on High-Performance 
Computer Architecture (HPCA), Orlando, FL, February 2014. 
[Summary] [Slides (pptx) (pdf)] 
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http://users.ece.cmu.edu/~omutlu/pub/dram-access-refresh-parallelization_hpca14.pdf
http://hpca20.ece.ufl.edu/
http://users.ece.cmu.edu/~omutlu/pub/dram-access-refresh-parallelization_hpca14-summary.pdf
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Tackling Refresh: Solutions

◼ Parallelize refreshes with accesses [Chang+ HPCA’14]

◼ Eliminate unnecessary refreshes [Liu+ ISCA’12]

❑ Exploit device characteristics 

❑ Exploit data and application characteristics

◼ Reduce refresh rate and detect+correct errors that occur 
[Khan+ SIGMETRICS’14]

◼ Understand retention time behavior in DRAM [Liu+ ISCA’13]
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Most Refreshes Are Unnecessary

◼ Retention Time Profile of DRAM looks like this:
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1. Profiling: Profile the retention time of all DRAM rows

2. Binning: Store rows into bins by retention time

→ use Bloom Filters for efficient and scalable storage

3. Refreshing: Memory controller refreshes rows in different 
bins at different rates

→ probe Bloom Filters to determine refresh rate of a row
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1.25KB storage in controller for 32GB DRAM memory

Can reduce refreshes by ~75% 
→ reduces energy consumption and improves performance

Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.

RAIDR: Eliminating Unnecessary Refreshes



RAIDR: Baseline Design
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Refresh control is in DRAM in today’s auto-refresh systems

RAIDR can be implemented in either the controller or DRAM



RAIDR in Memory Controller: Option 1
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Overhead of RAIDR in DRAM controller:
1.25 KB Bloom Filters, 3 counters, additional commands    
issued for per-row refresh (all accounted for in evaluations)



RAIDR in DRAM Chip: Option 2
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Overhead of RAIDR in DRAM chip:
Per-chip overhead: 20B Bloom Filters, 1 counter (4 Gbit chip)

Total overhead: 1.25KB Bloom Filters, 64 counters (32 GB DRAM)



RAIDR: Results and Takeaways
◼ System: 32GB DRAM, 8-core; SPEC, TPC-C, TPC-H workloads

◼ RAIDR hardware cost: 1.25 kB (2 Bloom filters)

◼ Refresh reduction: 74.6%

◼ Dynamic DRAM energy reduction: 16%

◼ Idle DRAM power reduction: 20%

◼ Performance improvement: 9%

◼ Benefits increase as DRAM scales in density
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DRAM Device Capacity Scaling: Performance
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RAIDR performance benefits increase with DRAM chip capacity

Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



DRAM Device Capacity Scaling: Energy
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RAIDR energy benefits increase with DRAM chip capacity

Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



RAIDR: Eliminating Unnecessary Refreshes

◼ Observation: Most DRAM rows can be refreshed much less often 
without losing data [Kim+, EDL’09][Liu+ ISCA’13]

◼ Key idea: Refresh rows containing weak cells 

more frequently, other rows less frequently

1. Profiling: Profile retention time of all rows

2. Binning: Store rows into bins by retention time in memory controller

Efficient storage with Bloom Filters (only 1.25KB for 32GB memory)

3. Refreshing: Memory controller refreshes rows in different bins at 
different rates

◼ Results: 8-core, 32GB, SPEC, TPC-C, TPC-H

❑ 74.6% refresh reduction @ 1.25KB storage

❑ ~16%/20% DRAM dynamic/idle power reduction

❑ ~9% performance improvement 

❑ Benefits increase with DRAM capacity
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Liu et al., “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



More on RAIDR

◼ Jamie Liu, Ben Jaiyen, Richard Veras, and Onur Mutlu,
"RAIDR: Retention-Aware Intelligent DRAM Refresh"
Proceedings of the 39th International Symposium on 
Computer Architecture (ISCA), Portland, OR, June 2012. 
Slides (pdf)
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Tackling Refresh: Solutions

◼ Parallelize refreshes with accesses [Chang+ HPCA’14]

◼ Eliminate unnecessary refreshes [Liu+ ISCA’12]

❑ Exploit device characteristics 

❑ Exploit data and application characteristics

◼ Reduce refresh rate and detect+correct errors that occur 
[Khan+ SIGMETRICS’14]

◼ Understand retention time behavior in DRAM [Liu+ ISCA’13]
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Motivation: Understanding Retention

◼ Past works require accurate and reliable measurement of 
retention time of each DRAM row

❑ To maintain data integrity while reducing refreshes

◼ Assumption: worst-case retention time of each row can be 
determined and stays the same at a given temperature

❑ Some works propose writing all 1’s and 0’s to a row, and 
measuring the time before data corruption

◼ Question:

❑ Can we reliably and accurately determine retention times of all 
DRAM rows?
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Two Challenges to Retention Time Profiling

◼ Data Pattern Dependence (DPD) of retention time

◼ Variable Retention Time (VRT) phenomenon
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An Example VRT Cell
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A cell from E 2Gb chip family



VRT: Implications on Profiling Mechanisms

◼ Problem 1: There does not seem to be a way of 
determining if a cell exhibits VRT without actually observing 
a cell exhibiting VRT

❑ VRT is a memoryless random process [Kim+ JJAP 2010]

◼ Problem 2: VRT complicates retention time profiling by 
DRAM manufacturers

❑ Exposure to very high temperatures can induce VRT in cells that 
were not previously susceptible 

→ can happen during soldering of DRAM chips

→ manufacturer’s retention time profile may not be accurate

◼ One option for future work: Use ECC to continuously profile 
DRAM online while aggressively reducing refresh rate

❑ Need to keep ECC overhead in check
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More on DRAM Retention Analysis

◼ Jamie Liu, Ben Jaiyen, Yoongu Kim, Chris Wilkerson, and Onur Mutlu,
"An Experimental Study of Data Retention Behavior in Modern DRAM 
Devices: Implications for Retention Time Profiling Mechanisms"
Proceedings of the 40th International Symposium on Computer Architecture
(ISCA), Tel-Aviv, Israel, June 2013. Slides (ppt) Slides (pdf)
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Tackling Refresh: Solutions

◼ Parallelize refreshes with accesses [Chang+ HPCA’14]

◼ Eliminate unnecessary refreshes [Liu+ ISCA’12]

❑ Exploit device characteristics 

❑ Exploit data and application characteristics

◼ Reduce refresh rate and detect+correct errors that occur 
[Khan+ SIGMETRICS’14]

◼ Understand retention time behavior in DRAM [Liu+ ISCA’13]
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Key Observations:
• Testing alone cannot detect all possible failures

• Combination of ECC and other mitigation 
techniques is much more effective

– But degrades performance

• Testing can help to reduce the ECC strength

– Even when starting with a higher strength ECC

Towards an Online Profiling System

Khan+, “The Efficacy of Error Mitigation Techniques for DRAM Retention Failures: A Comparative 
Experimental Study,” SIGMETRICS 2014.



Run tests periodically after a short interval 
at smaller regions of memory 

Towards an Online Profiling System

Initially Protect DRAM 
with Strong ECC 1

Periodically Test
Parts of DRAM 2

Test

Test

Test

Mitigate errors and
reduce ECC 3



More on Online Profiling of DRAM

◼ Samira Khan, Donghyuk Lee, Yoongu Kim, Alaa Alameldeen, Chris Wilkerson, 
and Onur Mutlu,
"The Efficacy of Error Mitigation Techniques for DRAM Retention 
Failures: A Comparative Experimental Study"
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Austin, TX, June 2014. [Slides 
(pptx) (pdf)] [Poster (pptx) (pdf)] [Full data sets] 
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How Do We Make RAIDR Work in the 

Presence of the VRT Phenomenon?



Making RAIDR Work w/ Online Profiling & ECC

◼ Moinuddin Qureshi, Dae Hyun Kim, Samira Khan, Prashant Nair, and 
Onur Mutlu,
"AVATAR: A Variable-Retention-Time (VRT) Aware Refresh for 
DRAM Systems"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 
2015. 
[Slides (pptx) (pdf)] 
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AVATAR

Insight: Avoid retention failures ➔ Upgrade row on ECC error

Observation: Rate of VRT >> Rate of soft error (50x-2500x)
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RESULTS: REFRESH SAVINGS
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AVATAR

No VRT

AVATAR reduces refresh by 60%-70%, similar to multi rate 
refresh but with VRT tolerance

Retention Testing Once a Year can revert refresh saving from 
60% to 70%



SPEEDUP

202

S
p

e
e

d
u

p

1.00

1.10

1.20

1.30

1.40

1.50

1.60

8Gb 16Gb 32Gb 64Gb

AVATAR (1yr) NoRefresh

AVATAR gets 2/3rd the performance of NoRefresh. More 
gains at higher capacity nodes



0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

8Gb 16Gb 32Gb 64Gb

AVATAR (1yr) NoRefresh

ENERGY DELAY PRODUCT

203

E
n

e
rg

y
 D

e
la

y
 P

ro
d

u
c
t

AVATAR reduces EDP, 
Significant reduction at higher capacity nodes



Making RAIDR Work w/ Online Profiling & ECC

◼ Moinuddin Qureshi, Dae Hyun Kim, Samira Khan, Prashant Nair, and 
Onur Mutlu,
"AVATAR: A Variable-Retention-Time (VRT) Aware Refresh for 
DRAM Systems"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 
2015. 
[Slides (pptx) (pdf)] 
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DRAM Refresh: Summary and Conclusions

◼ DRAM refresh is a critical challenge 

❑ in scaling DRAM technology efficiently to higher capacities

◼ Discussed several promising solution directions

❑ Parallelize refreshes with accesses [Chang+ HPCA’14]

❑ Eliminate unnecessary refreshes [Liu+ ISCA’12]

❑ Reduce refresh rate and detect+correct errors that occur [Khan+ 

SIGMETRICS’14]

◼ Examined properties of retention time behavior [Liu+ ISCA’13]

❑ Enable realistic VRT-Aware refresh techniques [Qureshi+ DSN’15]

◼ Many avenues for overcoming DRAM refresh challenges

❑ Handling DPD/VRT phenomena 

❑ Enabling online retention time profiling and error mitigation

❑ Exploiting application behavior
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