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How Reliable/Secure/Safe is This Bridge?

2Source: http://www.technologystudent.com/struct1/tacom1.png



Collapse of the “Galloping Gertie”

3Source: AP
http://www.wsdot.wa.gov/tnbhistory/connections/connections3.htm



How Secure Are These People?

4Source: https://s-media-cache-ak0.pinimg.com/originals/48/09/54/4809543a9c7700246a0cf8acdae27abf.jpg

Security is about preventing unforeseen consequences



How Safe & Secure Are Our Platforms? 

5Source: https://taxistartup.com/wp-content/uploads/2015/03/UK-Self-Driving-Cars.jpg

Security is about preventing unforeseen consequences



What Is RowHammer?
n One can predictably induce bit flips in commodity DRAM chips

q >80% of the tested DRAM chips are vulnerable

n First example of how a simple hardware failure mechanism 
can create a widespread system security vulnerability

6



An “Early” Position Paper [IMW’13]

n Onur Mutlu,
"Memory Scaling: A Systems Architecture Perspective"
Proceedings of the 5th International Memory 
Workshop (IMW), Monterey, CA, May 2013. Slides 
(pptx) (pdf)
EETimes Reprint

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf 

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_imw13.pdf
http://www.ewh.ieee.org/soc/eds/imw/
http://www.ewh.ieee.org/soc/eds/imw/
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pdf
http://www.eetimes.com/document.asp?doc_id=1280950
https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf


The DRAM Scaling Problem
n DRAM stores charge in a capacitor (charge-based memory)

q Capacitor must be large enough for reliable sensing
q Access transistor should be large enough for low leakage and high 

retention time
q Scaling beyond 40-35nm (2013) is challenging [ITRS, 2009]

n DRAM capacity, cost, and energy/power hard to scale
8



As Memory Scales, It Becomes Unreliable
n Data from all of Facebook’s servers worldwide
n Meza+, “Revisiting Memory Errors in Large-Scale Production Data Centers,” DSN’15.
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Large-Scale Failure Analysis of DRAM Chips
n Analysis and modeling of memory errors found in all of 

Facebook’s server fleet

n Justin Meza, Qiang Wu, Sanjeev Kumar, and Onur Mutlu,
"Revisiting Memory Errors in Large-Scale Production Data 
Centers: Analysis and Modeling of New Trends from the Field" 
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 
2015. 
[Slides (pptx) (pdf)] [DRAM Error Model] 
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http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15.pdf
http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15.pdf
http://2015.dsn.org/
http://2015.dsn.org/
http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/memory-errors-at-facebook_dsn15-talk.pdf
https://www.ece.cmu.edu/~safari/tools/memerr/index.html


Infrastructures to Understand Such Issues
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An Experimental Study of Data Retention 
Behavior in Modern DRAM Devices: 
Implications for Retention Time Profiling 
Mechanisms (Liu et al., ISCA 2013)

The Efficacy of Error Mitigation Techniques 
for DRAM Retention Failures: A 
Comparative Experimental Study 
(Khan et al., SIGMETRICS 2014)

Flipping Bits in Memory Without Accessing 
Them: An Experimental Study of DRAM 
Disturbance Errors (Kim et al., ISCA 2014)

Adaptive-Latency DRAM: Optimizing DRAM 
Timing for the Common-Case (Lee et al., 
HPCA 2015)

AVATAR: A Variable-Retention-Time (VRT) 
Aware Refresh for DRAM Systems (Qureshi 
et al., DSN 2015)

http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_hpca15.pdf
http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_hpca15.pdf
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15.pdf
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15.pdf


Infrastructures to Understand Such Issues

12Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.
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SoftMC: Open Source DRAM Infrastructure

n Hasan Hassan et al., “SoftMC: A 
Flexible and Practical Open-
Source Infrastructure for 
Enabling Experimental DRAM 
Studies,” HPCA 2017.

n Flexible
n Easy to Use (C++ API)
n Open-source 
    github.com/CMU-SAFARI/SoftMC   
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https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf


SoftMC: Open Source DRAM Infrastructure

14https://github.com/CMU-SAFARI/SoftMC 

n Hasan Hassan, Nandita Vijaykumar, Samira Khan, Saugata Ghose, Kevin Chang, 
Gennady Pekhimenko, Donghyuk Lee, Oguz Ergin, and Onur Mutlu,
"SoftMC: A Flexible and Practical Open-Source Infrastructure for 
Enabling Experimental DRAM Studies"
Proceedings of the 23rd International Symposium on High-Performance Computer 
Architecture (HPCA), Austin, TX, USA, February 2017.
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)]
[Full Talk Lecture (39 minutes)]
[Source Code]

https://github.com/CMU-SAFARI/SoftMC
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://hpca2017.org/
https://hpca2017.org/
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17-lightning-talk.pdf
https://www.youtube.com/watch?v=tnSPEP3t-Ys
https://github.com/CMU-SAFARI/SoftMC


DRAM Bender 

15https://github.com/CMU-SAFARI/DRAM-Bender 

n Ataberk Olgun, Hasan Hassan, A Giray Yağlıkçı, Yahya Can Tuğrul, Lois Orosa, 
Haocong Luo, Minesh Patel, Oğuz Ergin, and Onur Mutlu,
"DRAM Bender: An Extensible and Versatile FPGA-based Infrastructure 
to Easily Test State-of-the-art DRAM Chips"
IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems (TCAD), 2023.
[Extended arXiv version]
[DRAM Bender Source Code]
[DRAM Bender Tutorial Video (43 minutes)]

https://github.com/CMU-SAFARI/DRAM-Bender
https://arxiv.org/pdf/2211.05838.pdf
https://arxiv.org/pdf/2211.05838.pdf
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/abs/2211.05838
https://github.com/CMU-SAFARI/DRAM-Bender
https://www.youtube.com/watch?v=FklVEsfdZCI
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DRAM	Bender:	Prototypes

Five	out	of	the	box	FPGA-based	prototypes

https://github.com/CMU-SAFARI/DRAM-Bender	

https://github.com/CMU-SAFARI/DRAM-Bender


Data Retention in Memory [Liu et al., ISCA 2013]

n Retention Time Profile of DRAM looks like this:
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Location dependent
Stored value pattern dependent

Time dependent

Liu+, “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



RAIDR: Heterogeneous Refresh [ISCA’12]
n Jamie Liu, Ben Jaiyen, Richard Veras, and Onur Mutlu,

"RAIDR: Retention-Aware Intelligent DRAM Refresh"
Proceedings of the 39th International Symposium on Computer 
Architecture (ISCA), Portland, OR, June 2012. Slides (pdf)
[Invited Retrospective at 50 Years of ISCA, 2023 (pdf)]
Selected to the ISCA-50 25-Year Retrospective Issue covering 
1996-2020 in 2023 (Retrospective (pdf) Full Issue).

https://people.inf.ethz.ch/omutlu/pub/raidr-dram-refresh_isca12.pdf
http://isca2012.ittc.ku.edu/
http://isca2012.ittc.ku.edu/
https://people.inf.ethz.ch/omutlu/pub/liu_isca12_talk.pdf
https://people.inf.ethz.ch/omutlu/pub/RAIDR_50YearsOfISCA-Retrospective_isca23.pdf
https://people.inf.ethz.ch/omutlu/pub/RAIDR_50YearsOfISCA-Retrospective_isca23.pdf
https://sites.coecis.cornell.edu/isca50retrospective/


n Jamie Liu, Ben Jaiyen, Yoongu Kim, Chris Wilkerson, and Onur Mutlu,
"An Experimental Study of Data Retention Behavior in Modern DRAM Devices: 
Implications for Retention Time Profiling Mechanisms"
Proceedings of the 40th International Symposium on Computer Architecture (ISCA), Tel-
Aviv, Israel, June 2013. Slides (ppt) Slides (pdf)
[Invited Retrospective at 50 Years of ISCA, 2023 (pdf)]
Selected to the ISCA-50 25-Year Retrospective Issue covering 1996-2020 in 
2023 (Retrospective (pdf) Full Issue).
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Analysis of Data Retention Failures [ISCA’13]

https://people.inf.ethz.ch/omutlu/pub/dram-retention-time-characterization_isca13.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://isca2013.eew.technion.ac.il/
https://people.inf.ethz.ch/omutlu/pub/mutlu_isca13_talk.ppt
https://people.inf.ethz.ch/omutlu/pub/mutlu_isca13_talk.pdf
https://people.inf.ethz.ch/omutlu/pub/DRAMDataRetention_50YearsOfISCA-Retrospective_isca23.pdf
https://people.inf.ethz.ch/omutlu/pub/DRAMDataRetention_50YearsOfISCA-Retrospective_isca23.pdf
https://sites.coecis.cornell.edu/isca50retrospective/


A Curious Phenomenon
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Hammered Row

Repeatedly reading a row enough times (before memory 
gets refreshed) induces disturbance errors in adjacent rows 
in most real DRAM chips you can buy today

OpenedClosed

21

Modern DRAM is Prone to Disturbance Errors

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


86%
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83%
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88%
(28/32)
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errors 

Up to
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Up to
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errors 
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Most DRAM Modules Are Vulnerable

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
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All modules from 2012–2013	are vulnerable

First
Appearance

Recent DRAM Is More Vulnerable



Why Is This Happening?
n DRAM cells are too close to each other!

q They are not electrically isolated from each other

n Access to one cell affects the value in nearby cells 
q due to electrical interference between 

n the cells 
n wires used for accessing the cells

q Also called cell-to-cell coupling/interference

n Example: When we activate (apply high voltage) to a row, 
an adjacent row gets slightly activated as well
q Vulnerable cells in that slightly-activated row lose a little bit of charge
q If RowHammer happens enough times, charge in such cells gets drained
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Higher-Level Implications
n This simple circuit level failure mechanism has enormous 

implications on upper layers of the transformation hierarchy

25
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CPU

loop:
  mov (X), %eax
  mov (Y), %ebx
  clflush (X)  
  clflush (Y)
  mfence
  jmp loop

Download from: https://github.com/CMU-SAFARI/rowhammer 

DRAM Module

A Simple Program Can Induce Many Errors

Y

X

https://github.com/CMU-SAFARI/rowhammer


CPU

Download from: https://github.com/CMU-SAFARI/rowhammer 

DRAM Module

A Simple Program Can Induce Many Errors

Y

X1. Avoid cache hits
– Flush X from cache

2. Avoid row hits to X
– Read Y in another row

https://github.com/CMU-SAFARI/rowhammer
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  jmp loop

Y

X
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DRAM Module

A Simple Program Can Induce Many Errors
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A real reliability & security issue 

CPU Architecture Errors Access-Rate

Intel Haswell (2013) 22.9K 12.3M/sec

Intel Ivy Bridge (2012) 20.7K 11.7M/sec

Intel Sandy Bridge (2011) 16.1K 11.6M/sec

AMD Piledriver (2012) 59 6.1M/sec

31Kim+, “Flipping Bits in Memory Without Accessing Them: An Experimental Study of 
DRAM Disturbance Errors,” ISCA 2014.

Observed Errors in Real Systems



One Can Take Over an Otherwise-Secure System

32

Exploiting the DRAM rowhammer bug to 
gain kernel privileges (Seaborn, 2015)

Flipping Bits in Memory Without Accessing Them: 
An Experimental Study of DRAM Disturbance Errors 
(Kim et al., ISCA 2014)

http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


RowHammer Security Attack Example
n “Rowhammer” is a problem with some recent DRAM devices in which 

repeatedly accessing a row of memory can cause bit flips in adjacent rows 
(Kim et al., ISCA 2014). 
q Flipping Bits in Memory Without Accessing Them: An Experimental Study of 

DRAM Disturbance Errors (Kim et al., ISCA 2014)

n We tested a selection of laptops and found that a subset of them 
exhibited the problem. 

n We built two working privilege escalation exploits that use this effect. 
q Exploiting the DRAM rowhammer bug to gain kernel privileges (Seaborn+, 2015)

n One exploit uses rowhammer-induced bit flips to gain kernel privileges on 
x86-64 Linux when run as an unprivileged userland process. 

n When run on a machine vulnerable to the rowhammer problem, the 
process was able to induce bit flips in page table entries (PTEs). 

n It was able to use this to gain write access to its own page table, and 
hence gain read-write access to all of physical memory.

33Exploiting the DRAM rowhammer bug to gain kernel privileges (Seaborn & Dullien, 2015)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html


Security Implications
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Security Implications
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More Security Implications (I)

36
Source: https://lab.dsst.io/32c3-slides/7197.html 

Rowhammer.js: A Remote Software-Induced Fault Attack in JavaScript (DIMVA’16)

“We can gain unrestricted access to systems of website visitors.”

https://lab.dsst.io/32c3-slides/7197.html


More Security Implications (II)

37
Source: https://fossbytes.com/drammer-rowhammer-attack-android-root-devices/

Drammer: Deterministic Rowhammer 
Attacks on Mobile Platforms, CCS’16 

“Can gain control of a smart phone deterministically”



More Security Implications (III)
n Using an integrated GPU in a mobile system to remotely 

escalate privilege via the WebGL interface. IEEE S&P 2018
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More Security Implications (IV)
n Rowhammer over RDMA (I) USENIX ATC 2018
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More Security Implications (V)
n Rowhammer over RDMA (II)
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More Security Implications (VI)
n IEEE S&P 2020



More Security Implications (VII)
n USENIX Security 2019



More Security Implications (VIII)
n USENIX Security 2020



More Security Implications?
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A RowHammer Survey Across the Stack
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems (TCAD) Special Issue on Top Picks in Hardware and 
Embedded Security, 2019.
[Preliminary arXiv version]
[Slides from COSADE 2019 (pptx)]
[Slides from VLSI-SOC 2020 (pptx) (pdf)]
[Talk Video (1 hr 15 minutes, with Q&A)]

45https://arxiv.org/pdf/1904.09724.pdf 

https://people.inf.ethz.ch/omutlu/pub/RowHammer-Retrospective_ieee_tcad19.pdf
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/pdf/1904.09724.pdf
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-COSADE-Keynote-April-4-2019.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pdf
https://www.youtube.com/watch?v=sgd7PHQQ1AI&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=39
https://arxiv.org/pdf/1904.09724.pdf


A RowHammer Survey: Recent Update
n Onur Mutlu, Ataberk Olgun, and A. Giray Yaglikci,

"Fundamentally Understanding and Solving RowHammer"
Invited Special Session Paper at the 28th Asia and South Pacific Design 
Automation Conference (ASP-DAC), Tokyo, Japan, January 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (26 minutes)]

46

https://arxiv.org/pdf/2211.07613.pdf 

https://arxiv.org/pdf/2211.07613.pdf
http://www.aspdac.com/aspdac2023/
http://www.aspdac.com/aspdac2023/
https://arxiv.org/abs/2211.07613
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pdf
https://www.youtube.com/watch?v=1kpDJkh_I8s
https://arxiv.org/pdf/2211.07613.pdf


Understanding RowHammer



First RowHammer Analysis [ISCA 2014]

48

n Yoongu Kim, Ross Daly, Jeremie Kim, Chris Fallin, Ji Hye Lee, Donghyuk Lee, Chris 
Wilkerson, Konrad Lai, and Onur Mutlu,
"Flipping Bits in Memory Without Accessing Them: An Experimental 
Study of DRAM Disturbance Errors"
Proceedings of the 41st International Symposium on Computer Architecture 
(ISCA), Minneapolis, MN, June 2014. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Source Code and 
Data] [Lecture Video (1 hr 49 mins), 25 September 2020]
One of the 7 papers of 2012-2017 selected as Top Picks in Hardware and 
Embedded Security for IEEE TCAD (link).
Selected to the ISCA-50 25-Year Retrospective Issue covering 1996-
2020 in 2023 (Retrospective (pdf) Full Issue).

https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
http://cag.engr.uconn.edu/isca2014/
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pdf
https://github.com/CMU-SAFARI/rowhammer
https://github.com/CMU-SAFARI/rowhammer
https://www.youtube.com/watch?v=KDy632z23UE
https://wp.nyu.edu/toppicksinhardwaresecurity/
https://people.inf.ethz.ch/omutlu/pub/RowHammer_50YearsOfISCA-Retrospective_isca23.pdf
https://sites.coecis.cornell.edu/isca50retrospective/


RowHammer Infrastructure (2012-2014)

49Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.
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Tested
DRAM
Modules

from
2008-2014

(129 total)



1. Most Modules Are at Risk
2. Errors vs. Vintage
3. Error = Charge Loss
4. Adjacency: Aggressor & Victim
5. Sensitivity Studies
6. Other Results in Paper
7. Solution Space

51

RowHammer Characterization Results

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


4. Adjacency: Aggressor & Victim

Most aggressors & victims are adjacent
52

Note: For three modules with the most errors (only first bank)
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Note: For three modules with the most errors (only first bank)
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❶ Access Interval (Aggressor)



Note: Using three modules with the most errors (only first bank)

More frequent refreshes à Fewer errors

~7x frequent

64
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❷ Refresh Interval



RowStripe

~RowStripe

❸ Data Pattern

111111
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111111
111111

000000
000000
000000
000000

000000
111111
000000
111111

111111
000000
111111
000000

Solid

~Solid 10x Errors

Errors affected by data stored in other cells 
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6. Other Key Observations [ISCA’14]

• Victim Cells ≠  Retention-Weak Cells
– Almost no overlap between them

• Errors are repeatable
– Across ten iterations of testing, >70% of victim cells 

had errors in every iteration

• As many as 4 errors per cache-line
– Simple ECC (e.g., SECDED) cannot prevent all errors

• Cells affected by two aggressors on either side
– Double sided hammering 



Major RowHammer Characteristics (2014)

57

n Yoongu Kim, Ross Daly, Jeremie Kim, Chris Fallin, Ji Hye Lee, Donghyuk Lee, Chris 
Wilkerson, Konrad Lai, and Onur Mutlu,
"Flipping Bits in Memory Without Accessing Them: An Experimental 
Study of DRAM Disturbance Errors"
Proceedings of the 41st International Symposium on Computer Architecture 
(ISCA), Minneapolis, MN, June 2014. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Source Code and 
Data] [Lecture Video (1 hr 49 mins), 25 September 2020]
One of the 7 papers of 2012-2017 selected as Top Picks in Hardware and 
Embedded Security for IEEE TCAD (link).
Selected to the ISCA-50 25-Year Retrospective Issue covering 1996-
2020 in 2023 (Retrospective (pdf) Full Issue).

https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
http://cag.engr.uconn.edu/isca2014/
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pdf
https://github.com/CMU-SAFARI/rowhammer
https://github.com/CMU-SAFARI/rowhammer
https://www.youtube.com/watch?v=KDy632z23UE
https://wp.nyu.edu/toppicksinhardwaresecurity/
https://people.inf.ethz.ch/omutlu/pub/RowHammer_50YearsOfISCA-Retrospective_isca23.pdf
https://sites.coecis.cornell.edu/isca50retrospective/


RowHammer is Getting Much Worse (2020)
n Jeremie S. Kim, Minesh Patel, A. Giray Yaglikci, Hasan Hassan, 

Roknoddin Azizi, Lois Orosa, and Onur Mutlu,
"Revisiting RowHammer: An Experimental Analysis of Modern 
Devices and Mitigation Techniques"
Proceedings of the 47th International Symposium on Computer 
Architecture (ISCA), Valencia, Spain, June 2020.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (20 minutes)]
[Lightning Talk Video (3 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20.pdf
http://iscaconf.org/isca2020/
http://iscaconf.org/isca2020/
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pdf
https://youtu.be/Lqxc4_ToMUw
https://youtu.be/wDhqi3f1a3Q


RowHammer Has Many Dimensions (2021)
n Lois Orosa, Abdullah Giray Yaglikci, Haocong Luo, Ataberk Olgun, Jisung Park, Hasan Hassan, 

Minesh Patel, Jeremie S. Kim, and Onur Mutlu,
"A Deeper Look into RowHammer’s Sensitivities: Experimental Analysis of Real DRAM 
Chips and Implications on Future Attacks and Defenses"
Proceedings of the 54th International Symposium on Microarchitecture (MICRO), Virtual, 
October 2021.
[Slides (pptx) (pdf)]
[Short Talk Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (21 minutes)]
[Lightning Talk Video (1.5 minutes)]
[arXiv version]

n
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https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21.pdf
http://www.microarch.org/micro54/
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-short-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-lightning-talk.pdf
https://www.youtube.com/watch?v=fkM32oA0u6U&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=12
https://www.youtube.com/watch?v=slFNdmPVD-Q&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=6
https://arxiv.org/abs/2110.10291


RowHammer vs. Wordline Voltage (2022)
n A. Giray Yağlıkçı, Haocong Luo, Geraldo F. de Oliviera, Ataberk Olgun, Minesh 

Patel, Jisung Park, Hasan Hassan, Jeremie S. Kim, Lois Orosa, and Onur Mutlu,
"Understanding RowHammer Under Reduced Wordline Voltage: An 
Experimental Study Using Real DRAM Devices"
Proceedings of the 52nd Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Baltimore, MD, USA, June 2022.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[arXiv version]
[Talk Video (34 minutes, including Q&A)]
[Lightning Talk Video (2 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22.pdf
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22.pdf
https://dsn2022.github.io/
https://dsn2022.github.io/
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-lightning-talk.pdf
https://arxiv.org/pdf/2206.09999.pdf
https://www.youtube.com/watch?v=CJoBROgFbwc
https://www.youtube.com/watch?v=_njHx34GgXo


RowHammer in HBM Chips (2023)
n Ataberk Olgun, Majd Osserian, A. Giray Yağlıkçı, Yahya Can Tugrul, Haocong 

Luo, Steve Rhyner, Behzad Salami, Juan Gomez-Luna, and Onur Mutlu,
"An Experimental Analysis of RowHammer in HBM2 DRAM Chips"
Proceedings of the 53nd Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks Disrupt Track (DSN Disrupt), Porto, 
Portugal, June 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (24 minutes, including Q&A)]

61https://arxiv.org/pdf/2305.17918.pdf 

https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23.pdf
https://dsn2023.dei.uc.pt/
https://dsn2023.dei.uc.pt/
https://arxiv.org/abs/2305.17918
https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23-talk.pdf
https://www.youtube.com/watch?v=0OkYwavtrMc
https://arxiv.org/pdf/2305.17918.pdf


RowHammer Solutions



Two Types of RowHammer Solutions
n Immediate 

q To protect the vulnerable DRAM chips in the field
q Limited possibilities

n Longer-term 
q To protect future DRAM chips
q Wider range of protection mechanisms

n Our ISCA 2014 paper proposes both types of solutions
q Seven solutions in total
q PARA proposed as best solution à already employed in the field
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RowHammer	Solution	Approaches
• More	robust	DRAM	chips	and/or	error-correcting	codes
• Increased	refresh	rate	

• Physical	isolation

• Reactive	refresh

• Proactive	throttling

DRAM Bank

Aggressor Row

Victim Rows

Isolation Rows Large-enough	distance

DRAM BankAggressor Row

Victim rows

RefreshVictim Rows

Refresh

Rapidly	activated	(hammered)

Fewer	activations	possible
in	a	refresh	interval

Fewer	activations	allowed	for	aggressive	applications

Cost, Power, Performance, Complexity



Apple’s Security Patch for RowHammer
n https://support.apple.com/en-gb/HT204934 

HP, Lenovo, and many other vendors released similar patches

https://support.apple.com/en-gb/HT204934


Our First Solution to RowHammer
• PARA: Probabilistic Adjacent Row Activation

• Key Idea
– After closing a row, we activate (i.e., refresh) one 

of its neighbors with a low probability: p	=	0.005

• Reliability Guarantee
– When p=0.005, errors in one year: 9.4×10-14

– By adjusting the value of p, we can vary the strength 
of protection against errors
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Advantages of PARA
• PARA refreshes rows infrequently

– Low power
– Low performance-overhead
• Average slowdown: 0.20% (for 29 benchmarks)
• Maximum slowdown: 0.75%

• PARA is stateless
– Low cost
– Low complexity

• PARA is an effective and low-overhead solution 
to prevent disturbance errors
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Requirements for PARA
• If implemented in DRAM chip (done today)

– Enough slack in timing and refresh parameters
– Plenty of slack today: 

• Lee et al., “Adaptive-Latency DRAM: Optimizing DRAM Timing for the Common Case,” HPCA 2015.
• Chang et al., “Understanding Latency Variation in Modern DRAM Chips,” SIGMETRICS 2016.
• Lee et al., “Design-Induced Latency Variation in Modern DRAM Chips,” SIGMETRICS 2017.
• Chang et al., “Understanding Reduced-Voltage Operation in Modern DRAM Devices,” SIGMETRICS 2017.
• Ghose et al., “What Your DRAM Power Models Are Not Telling You: Lessons from a Detailed 

Experimental Study,” SIGMETRICS 2018.
• Kim et al., “Solar-DRAM: Reducing DRAM Access Latency by Exploiting the Variation in Local Bitlines,” 

ICCD 2018.

• If implemented in memory controller 
– Need coordination between controller and DRAM
– Memory controller should know which rows are 

physically adjacent
68



Probabilistic Activation in Real Life (I)

69https://twitter.com/isislovecruft/status/1021939922754723841 

https://twitter.com/isislovecruft/status/1021939922754723841


Probabilistic Activation in Real Life (II)

70https://twitter.com/isislovecruft/status/1021939922754723841 

https://twitter.com/isislovecruft/status/1021939922754723841


Seven RowHammer Solutions Proposed
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n Yoongu Kim, Ross Daly, Jeremie Kim, Chris Fallin, Ji Hye Lee, Donghyuk Lee, Chris 
Wilkerson, Konrad Lai, and Onur Mutlu,
"Flipping Bits in Memory Without Accessing Them: An Experimental 
Study of DRAM Disturbance Errors"
Proceedings of the 41st International Symposium on Computer Architecture 
(ISCA), Minneapolis, MN, June 2014. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Source Code and 
Data] [Lecture Video (1 hr 49 mins), 25 September 2020]
One of the 7 papers of 2012-2017 selected as Top Picks in Hardware and 
Embedded Security for IEEE TCAD (link).
Selected to the ISCA-50 25-Year Retrospective Issue covering 1996-
2020 in 2023 (Retrospective (pdf) Full Issue).

https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
http://cag.engr.uconn.edu/isca2014/
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pdf
https://github.com/CMU-SAFARI/rowhammer
https://github.com/CMU-SAFARI/rowhammer
https://www.youtube.com/watch?v=KDy632z23UE
https://wp.nyu.edu/toppicksinhardwaresecurity/
https://people.inf.ethz.ch/omutlu/pub/RowHammer_50YearsOfISCA-Retrospective_isca23.pdf
https://sites.coecis.cornell.edu/isca50retrospective/


A Takeaway

Main Memory Needs 
Intelligent Controllers
for Security, Safety, 
Reliability, Scaling
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Aside: Intelligent Controller for NAND Flash

USB Jack

Virtex-II Pro
(USB controller)

Virtex-V FPGA
(NAND Controller)

HAPS-52 Mother Board

USB Daughter Board

NAND Daughter Board

1x-nm
NAND Flash

Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.

[DATE 2012, ICCD 2012, DATE 2013, ITJ 2013, ICCD 2013, SIGMETRICS 2014, 
HPCA 2015, DSN 2015, MSST 2015, JSAC 2016, HPCA 2017, DFRWS 2017, 
PIEEE 2017, HPCA 2018, SIGMETRICS 2018]
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https://arxiv.org/pdf/1706.08642  

Proceedings of the IEEE, Sept. 2017

Intelligent Flash Controllers [PIEEE’17]

https://arxiv.org/pdf/1706.08642


A RowHammer Survey
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems (TCAD) Special Issue on Top Picks in Hardware and 
Embedded Security, 2019.
[Preliminary arXiv version]
[Slides from COSADE 2019 (pptx)]
[Slides from VLSI-SOC 2020 (pptx) (pdf)]
[Talk Video (1 hr 15 minutes, with Q&A)]

75https://arxiv.org/pdf/1904.09724.pdf 

https://people.inf.ethz.ch/omutlu/pub/RowHammer-Retrospective_ieee_tcad19.pdf
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/pdf/1904.09724.pdf
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-COSADE-Keynote-April-4-2019.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pdf
https://www.youtube.com/watch?v=sgd7PHQQ1AI&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=39
https://arxiv.org/pdf/1904.09724.pdf


A RowHammer Survey: Recent Update
n Onur Mutlu, Ataberk Olgun, and A. Giray Yaglikci,

"Fundamentally Understanding and Solving RowHammer"
Invited Special Session Paper at the 28th Asia and South Pacific Design 
Automation Conference (ASP-DAC), Tokyo, Japan, January 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (26 minutes)]
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https://arxiv.org/pdf/2211.07613.pdf 

https://arxiv.org/pdf/2211.07613.pdf
http://www.aspdac.com/aspdac2023/
http://www.aspdac.com/aspdac2023/
https://arxiv.org/abs/2211.07613
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pdf
https://www.youtube.com/watch?v=1kpDJkh_I8s
https://arxiv.org/pdf/2211.07613.pdf


Two Major RowHammer Directions
n Understanding RowHammer

q Many effects still need to be rigorously examined
n Aging of DRAM Chips
n Environmental Conditions (e.g., Process, Voltage, Temperature)
n Memory Access Patterns
n Memory Controller & System Design Decisions
n …

n Solving RowHammer
q Flexible and efficient RowHammer solutions are necessary

n In-field patchable / reconfigurable / programmable solutions
q Co-architecting System and Memory is important

n To avoid performance and denial-of-service problems

77



RowHammer in 2020-2023



Revisiting RowHammer



RowHammer is Getting Much Worse
n Jeremie S. Kim, Minesh Patel, A. Giray Yaglikci, Hasan Hassan, 

Roknoddin Azizi, Lois Orosa, and Onur Mutlu,
"Revisiting RowHammer: An Experimental Analysis of Modern 
Devices and Mitigation Techniques"
Proceedings of the 47th International Symposium on Computer 
Architecture (ISCA), Valencia, Spain, June 2020.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (20 minutes)]
[Lightning Talk Video (3 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20.pdf
http://iscaconf.org/isca2020/
http://iscaconf.org/isca2020/
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pdf
https://youtu.be/Lqxc4_ToMUw
https://youtu.be/wDhqi3f1a3Q
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Key	Takeaways	from	1580	Chips
• Newer	DRAM	chips	are	much	more	vulnerable	to	
RowHammer	(more	bit	flips,	happening	earlier)

• There	are	new	chips	whose	weakest	cells	fail	after	only	
4800	hammers	

• Chips	of	newer	DRAM	technology	nodes	can	exhibit	
RowHammer	bit	flips	1)	in	more	rows	and	2)	farther	
away	from	the	victim	row.	

• Existing	mitigation	mechanisms	are	NOT	effective	at	
future	technology	nodes
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1580	DRAM	Chips	Tested

1580	total	DRAM	chips	tested	from	300	DRAM	modules
• Three	major	DRAM	manufacturers	{A,	B,	C}
• Three	DRAM	types	or	standards	{DDR3,	DDR4,	LPDDR4}

• LPDDR4	chips	we	test	implement	on-die	ECC
• Two	technology	nodes	per	DRAM	type	{old/new,	1x/1y}

• Categorized	based	on	manufacturing	date,	datasheet	publication	date,	purchase	
date,	and	characterization	results

Type-node:	configuration	describing	a	chip’s	type	and	technology	
node	generation:	DDR3-old/new,	DDR4-old/new,	LPDDR4-1x/1y

storage density and reduce technology node size for future
chip designs. To achieve this goal, we perform a rigorous
experimental characterization study of DRAM chips from
three di�erent DRAM types (i.e., DDR3, DDR4, and LPDDR4),
three major DRAM manufacturers, and at least two di�erent
process technology nodes from each DRAM type. We show
how di�erent chips from di�erent DRAM types and technol-
ogy nodes (abbreviated as “type-node” con�gurations) have
varying levels of vulnerability to RowHammer. We compare
the chips’ vulnerabilities against each other and project how
they will likely scale when reducing the technology node
size even further (Section 5). Finally, we study how e�ec-
tive existing RowHammer mitigation mechanisms will be,
based on our observed and projected experimental data on
the RowHammer vulnerability (Section 6).
4. Experimental Methodology
We describe our methodology for characterizing DRAM

chips for RowHammer.
4.1. Testing Infrastructure

In order to characterize the e�ects of RowHammer across
a broad range of modern DRAM chips, we experimentally
study DDR3, DDR4, and LPDDR4 DRAM chips across a
wide range of testing conditions. To achieve this, we use
two di�erent testing infrastructures: (1) the SoftMC frame-
work [39, 104] capable of testing DDR3 and DDR4 DRAM
modules in a temperature-controlled chamber and (2) an in-
house temperature-controlled testing chamber capable of
testing LPDDR4 DRAM chips.
SoftMC. Figure 3 shows our SoftMC setup for testing

DDR4 chips. In this setup, we use an FPGA board with a
Xilinx Virtex UltraScale 95 FPGA [130], two DDR4 SODIMM
slots, and a PCIe interface. To open up space around the
DDR4 chips for temperature control, we use a vertical DDR4
SODIMM riser board to plug a DDR4 module into the FPGA
board. We heat the DDR4 chips to a target temperature using
silicone rubber heaters pressed to both sides of the DDR4
module. We control the temperature using a thermocouple,
which we place between the rubber heaters and the DDR4
chips, and a temperature controller. To enable fast data trans-
fer between the FPGA and a host machine, we connect the
FPGA to the host machine using PCIe via a 30 cm PCIe ex-
tender. We use the host machine to program the SoftMC
hardware and collect the test results. Our SoftMC setup for
testing DDR3 chips is similar but uses a Xilinx ML605 FPGA
board [129]. Both infrastructures provide �ne-grained con-
trol over the types and timings of DRAM commands sent to
the chips under test and provide precise temperature control
at typical operating conditions.

Figure 3: Our SoftMC infrastructure [39, 104] for testing
DDR4 DRAM chips.

LPDDR4 Infrastructure. Our LPDDR4 DRAM testing
infrastructure uses industry-developed in-house testing hard-
ware for package-on-package LPDDR4 chips. The LPDDR4
testing infrastructure is further equipped with cooling and

heating capabilities that also provide us with precise temper-
ature control at typical operating conditions.
4.2. Characterized DRAM Chips
Table 1 summarizes the DRAM chips that we test using

both infrastructures. We have chips from all of the three
major DRAMmanufacturers spanning DDR3, DDR4, and two
known technology nodes of LPDDR4. We refer to the DRAM
type (e.g., LPDDR4) and technology node of a DRAM chip
as a DRAM type-node con�guration (e.g., LPDDR4-1x). For
DRAM chips whose technology node we do not exactly know,
we identify their node as old or new.

Table 1: Summary of DRAM chips tested.

DRAM Number of Chips (Modules) Tested
type-node Mfr. A Mfr. B Mfr. C Total
DDR3-old 56 (10) 88 (11) 28 (7) 172 (28)
DDR3-new 80 (10) 52 (9) 104 (13) 236 (32)
DDR4-old 112 (16) 24 (3) 128 (18) 264 (37)
DDR4-new 264 (43) 16 (2) 108 (28) 388 (73)
LPDDR4-1x 12 (3) 180 (45) N/A 192 (48)
LPDDR4-1y 184 (46) N/A 144 (36) 328 (82)

DDR3 and DDR4. Among our tested DDR3 modules, we
identify two distinct batches of chips based on their manu-
facturer date, datasheet publication date, their purchase date,
and their RowHammer characteristics. We categorize DDR3
devices with a manufacturing date earlier than 2014 as DDR3-
old chips, and devices with a manufacturing date including
and after 2014 as DDR3-new chips. Using the same set of
properties, we identify two distinct batches of devices among
the DDR4 devices. We categorize DDR4 devices with a man-
ufacturing date before 2018 or a datasheet publication date
of 2015 as DDR4-old chips and devices with a manufacturing
date including and after 2018 or a datasheet publication date
of 2016 or 2017 as DDR4-new chips. Based on our observa-
tions on RowHammer characteristics from these chips, we
expect that DDR3-old/DDR4-old chips are manufactured at
an older date with an older process technology compared to
DDR3-new/DDR4-new chips, respectively. This enables us
to directly study the e�ects of shrinking process technology
node sizes in DDR3 and DDR4 DRAM chips.
LPDDR4. For our LPDDR4 chips, we have two known

distinct generations manufactured with di�erent technology
node sizes, 1x-nm and 1y-nm, where 1y-nm is smaller than
1x-nm. Unfortunately, we are missing data from some genera-
tions of DRAM from speci�c manufacturers (i.e., LPDDR4-1x
from manufacturer C and LPDDR4-1y from manufacturer B)
since we did not have access to chips of these manufacturer-
technology node combinations due to con�dentiality issues.
Note that while we know the external technology node val-
ues for the chips we characterize (e.g., 1x-nm, 1y-nm), these
values are not standardized across di�erent DRAM manufac-
turers and the actual values are con�dential. This means that
a 1x chip from one manufacturer is not necessarily manufac-
tured with the same process technology node as a 1x chip
from another manufacturer. However, since we do know rela-
tive process node sizes of chips from the same manufacturer,
we can directly observe how technology node size a�ects
RowHammer on LPDDR4 DRAM chips.
4.3. E�ectively Characterizing RowHammer

In order to characterize RowHammer e�ects on our DRAM
chips at the circuit-level, we want to test our chips at the
worst-case RowHammer conditions. We identify two condi-
tions that our tests must satisfy to e�ectively characterize
RowHammer at the circuit level: our testing routines must
both: 1) run without interference (e.g., without DRAM refresh
or RowHammer mitigation mechanisms) and 2) systemati-
cally test each DRAM row’s vulnerability to RowHammer

4
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3.	Hammer	Count	(HC)	Effects

RowHammer	bit	flip	rates	(i.e.,	RowHammer	vulnerability)
increase	with	technology	node	generation
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when	going	from	old	to	new	DDR4	technology	node	generations
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5.	First	RowHammer	Bit	Flips	per	Chip

Newer chips from each DRAM manufacturer 
are more vulnerable to RowHammer 
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5.	First	RowHammer	Bit	Flips	per	Chip

Newer chips from a given DRAM manufacturer 
more vulnerable to RowHammer 
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	There	are	chips	whose	weakest	cells	fail	
after	only	4800	hammers	

	In	a	DRAM	type,	HCfirst	reduces	significantly	from	
old	to	new	chips,	i.e.,	DDR3:	69.2k	to	22.4k,	
DDR4:	17.5k	to	10k,	LPDDR4:	16.8k	to	4.8k
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RowHammer Has Many Dimensions
n Lois Orosa, Abdullah Giray Yaglikci, Haocong Luo, Ataberk Olgun, Jisung Park, Hasan Hassan, 

Minesh Patel, Jeremie S. Kim, and Onur Mutlu,
"A Deeper Look into RowHammer’s Sensitivities: Experimental Analysis of Real DRAM 
Chips and Implications on Future Attacks and Defenses"
Proceedings of the 54th International Symposium on Microarchitecture (MICRO), Virtual, 
October 2021.
[Slides (pptx) (pdf)]
[Short Talk Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (21 minutes)]
[Lightning Talk Video (1.5 minutes)]
[arXiv version]

n
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https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21.pdf
http://www.microarch.org/micro54/
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-short-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/ADeeperLookIntoRowhammer_micro21-lightning-talk.pdf
https://www.youtube.com/watch?v=fkM32oA0u6U&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=12
https://www.youtube.com/watch?v=slFNdmPVD-Q&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=6
https://arxiv.org/abs/2110.10291
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Our	Goal

Provide	insights	into	three	fundamental	properties	

To	find	effective	and	efficient	attacks	and	defenses
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Summary	of	The	Study	&	Key	Results
• 272	DRAM	chips	from	four	major	manufacturers

• 6	major	takeaways	from	16	novel	observations

• A	RowHammer	bit	flip	is	more	likely	to	occur	
1)	in	a	bounded	range	of	temperature
2)	if	the	aggressor	row	is	active	for	longer	time	
3)	in	certain	physical	regions	of	the	DRAM	module	under	attack

• Our	novel	observations	can	inspire	and	aid	future	work
- Craft	more	effective	attacks
- Design	more	effective	and	efficient	defenses
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Mfr. DDR4 
DIMMs

DDR3 
SODIMMs # Chips Density Die Org.

A (Micron) 9 1 144 (8) 8Gb (4Gb) B (P) x4 (x8)

B (Samsung) 4 1 32 (8) 4Gb (4Gb) F (Q) x8 (x8)

C (SK Hynix) 5 1 40 (8) 4Gb (4Gb) B (B) x8 (x8)

D (Nanya) 4 - 32 (-) 8Gb (-) C (-) x8 (-)

DRAM	Chips	Tested

272	DRAM	Chips	in	total

Two	DRAM	standards

4	Major	Manufacturers
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Reduces	the	minimum	activation	count	to	induce	a	bit	flip	by	36%	

Bypasses	defenses	that	do	not	account	for	this	reduction

TimeRow	A	is	
active

Row	B	is	
active

Row	A	is	
active

Activating	aggressor	rows	as	frequently	as	possible:

TimeRow	A	is	active Row	B	is	active

Keeping	aggressor	rows	active	for	a	longer	time:
36%	reduction	
in	HCfirst

Example	Attack	Improvement	3:
Bypassing	Defenses	with	Aggressor	Row	Active	Time
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Spatial	Variation	across	Rows

DRAM	Rows	(sorted	by	reducing	HCfirst)

The	minimum	activation	count	to	observe	bit	flips	(HCfirst)	
across	DRAM	rows:
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The	RowHammer	vulnerability	
significantly	varies	across	DRAM	rows
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Spatial	Variation	across	Rows
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DRAM	Rows	(sorted	by	reducing	HCfirst)

The	RowHammer	vulnerability	
significantly	varies	across	DRAM	rows
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Spatial	Variation	across	Rows
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DRAM	Rows	(sorted	by	reducing	HCfirst)

OBSERVATION	12

A	small	fraction	of	DRAM	rows	are	significantly	more	
vulnerable	to	RowHammer	than	the	vast	majority	of	the	rows
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Spatial	Variation	across	Columns

Column	Index

Ch
ip
	ID Number	of	

Bit	Flips	in	
a	Column

OBSERVATION	13

Certain	columns	are	significantly	more	vulnerable	
to	RowHammer	than	other	columns
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Example	Defense	Improvements
• Example	1:	Leveraging	variation	across	DRAM	rows

• Example	2:	Leveraging	variation	with	temperature
• A	DRAM	cell	experiences	bit	flips	within	a	bounded	temperature	range

• A	row	can	be	disabled	within	the	row’s	vulnerable	temperature	range

Vulnerable	Temperature	Range
Temperature

no	bit	flipsno	bit	flips

Disable	RowA
Temperature

Disable	RowB

80%	area	reduction
for	Graphene	[Park+,	MICRO'20]

33%	area	reduction	
for	BlockHammer	[Yağlıkçı+,	HPCA'21]90%

10%

Breakdown	
of	DRAM	Rows

𝟐×HCfirst

HCfirst Aggressiveness	can	be	reduced:



Deeper Look into RowHammer: Talk Video

98https://youtube.com/watch?v=fkM32oA0u6U&si=EnSIkaIECMiOmarE 

https://youtube.com/watch?v=fkM32oA0u6U&si=EnSIkaIECMiOmarE


More RowHammer Analysis



RowHammer vs. Wordline Voltage (2022)
n A. Giray Yağlıkçı, Haocong Luo, Geraldo F. de Oliviera, Ataberk Olgun, Minesh 

Patel, Jisung Park, Hasan Hassan, Jeremie S. Kim, Lois Orosa, and Onur Mutlu,
"Understanding RowHammer Under Reduced Wordline Voltage: An 
Experimental Study Using Real DRAM Devices"
Proceedings of the 52nd Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Baltimore, MD, USA, June 2022.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[arXiv version]
[Talk Video (34 minutes, including Q&A)]
[Lightning Talk Video (2 minutes)]

100

https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22.pdf
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22.pdf
https://dsn2022.github.io/
https://dsn2022.github.io/
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowHammerUnderReducedWordlineVoltage_dsn22-lightning-talk.pdf
https://arxiv.org/pdf/2206.09999.pdf
https://www.youtube.com/watch?v=CJoBROgFbwc
https://www.youtube.com/watch?v=_njHx34GgXo
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Updated	DRAM	Testing	Infrastructure
FPGA-based	SoftMC	(Xilinx	Virtex	UltraScale+	XCU200)

Fine-grained	control	over	DRAM	commands,	
timing	parameters	(±1.5ns),	temperature	(±0.1°C	),

and	wordline	voltage	(±1mV)
*Hassan	et	al.,	"SoftMC:	A	Flexible	and	Practical	Open-Source	Infrastructure	for	Enabling	Experimental	
DRAM	Studies,"	in	HPCA,	2017.	[Available	on	GitHub:	https://github.com/CMU-SAFARI/SoftMC]

*

https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://github.com/CMU-SAFARI/SoftMC
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Summary

Reducing	wordline	voltage	can	reduce	RowHammer	vulnerability				
without	significantly	affecting	reliable	DRAM	operation

We	provide	the	first	RowHammer	characterization	under	reduced	wordline	voltage

Experimental	results	with	272	real	DRAM	chips	show	that	reducing	wordline	voltage:

1. Reduces	RowHammer	vulnerability
• Bit	error	rate	caused	by	a	RowHammer	attack	reduces	by	15.2%	(66.9%	max)
• A	row	needs	to	be	activated	7.4%	more	times	(85.8%	max)	to	induce	the	first	bit	flip

2. Increases	row	activation	latency	
• More	than	76%	of	the	tested	DRAM	chips	reliably	operate	using	nominal	timing	parameters
• Remaining	24%	reliably	operate	with	increased	(up	to	24ns)	row	activation	latency	

3. Reduces	data	retention	time
• 80%	of	the	tested	DRAM	chips	reliably	operate	using	nominal	refresh	rate	
• Remaining	20%	reliably	operate	by

• Using	single	error	correcting	codes
• Doubling	the	refresh	rate	for	a	small	fraction	(16.4%)	of	DRAM	rows	



RowHammer vs. Wordline Voltage: Talk Video

103https://youtube.com/watch?v=fkM32oA0u6U&si=EnSIkaIECMiOmarE 

https://youtube.com/watch?v=fkM32oA0u6U&si=EnSIkaIECMiOmarE


RowHammer in HBM Chips (2023)
n Ataberk Olgun, Majd Osserian, A. Giray Yağlıkçı, Yahya Can Tugrul, Haocong 

Luo, Steve Rhyner, Behzad Salami, Juan Gomez-Luna, and Onur Mutlu,
"An Experimental Analysis of RowHammer in HBM2 DRAM Chips"
Proceedings of the 53nd Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks Disrupt Track (DSN Disrupt), Porto, 
Portugal, June 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (24 minutes, including Q&A)]

104https://arxiv.org/pdf/2305.17918.pdf 

https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23.pdf
https://dsn2023.dei.uc.pt/
https://dsn2023.dei.uc.pt/
https://arxiv.org/abs/2305.17918
https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/HBM_RowHammer_dsn-disrupt23-talk.pdf
https://www.youtube.com/watch?v=0OkYwavtrMc
https://arxiv.org/pdf/2305.17918.pdf
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Executive	Summary
Motivation:	HBM	chips	have	new	architectural	characteristics	(e.g.,	3D-stacked	dies)
that	might	affect	the	RowHammer	vulnerability	in	various	ways

Understanding	RowHammer	enables	designing	effective	and	efficient	solutions

Problem:	No	prior	study	demonstrates	the	RowHammer	vulnerability	in	HBM

Goal:	Experimentally	analyze	how	vulnerable	HBM	DRAM	chips	are	to	RowHammer

Experimental	Study:	Detailed	experimental	characterization	of	RowHammer
in	a	modern	HBM2	DRAM	chip.	Our	study	provides	two	main	findings:

1.	Spatial	variation	of	RowHammer	vulnerability
• Different	channels	in	a	3D-stacked	HBM	chip	exhibit	different	RowHammer	vulnerability
• DRAM	rows	near	the	end	of	a	DRAM	bank	are	more	RowHammer	resilient

2.	On-DRAM-die	RowHammer	mitigations
• A	modern	HBM	chip	implements	undisclosed	on-DRAM-die	RowHammer	mitigation	
• The	mitigation	refreshes	a	victim	row	after	every	17	periodic	refresh	operations	
(e.g.,	similar	to	DDR4	chips)



New RowHammer Solutions



TRRespass



Industry-Adopted Solutions Do Not Work
n Pietro Frigo, Emanuele Vannacci, Hasan Hassan, Victor van der Veen, Onur Mutlu, 

Cristiano Giuffrida, Herbert Bos, and Kaveh Razavi,
"TRRespass: Exploiting the Many Sides of Target Row Refresh"
Proceedings of the 41st IEEE Symposium on Security and Privacy (S&P), San Francisco, 
CA, USA, May 2020.
[Slides (pptx) (pdf)]
[Lecture Slides (pptx) (pdf)]
[Talk Video (17 minutes)]
[Lecture Video (59 minutes)]
[Source Code]
[Web Article]
Best paper award.
Pwnie Award 2020 for Most Innovative Research. Pwnie Awards 2020
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http://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20.pdf
https://www.ieee-security.org/TC/SP2020/
http://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20-talk.pptx
http://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20-talk.pdf
https://safari.ethz.ch/architecture/fall2020/lib/exe/fetch.php?media=onur-comparch-fall2020-lecture5a-rowhammerin2020-trrespass-afterlecture.pptx
https://safari.ethz.ch/architecture/fall2020/lib/exe/fetch.php?media=onur-comparch-fall2020-lecture5a-rowhammerin2020-trrespass-afterlecture.pdf
https://www.youtube.com/watch?v=u2C0prK-w7Q
https://www.youtube.com/watch?v=pwRw7QqK_qA
https://github.com/vusec/trrespass
https://www.vusec.net/projects/trrespass/
https://pwnies.com/winners/


TRRespass
n First work to show that TRR-protected DRAM chips are 

vulnerable to RowHammer in the field
q Mitigations advertised as secure are not secure

n Introduces the Many-sided RowHammer attack
q Idea: Hammer many rows to bypass TRR mitigations (e.g., by 

overflowing proprietary TRR tables that detect aggressor rows)

n (Partially) reverse-engineers the TRR and pTRR mitigation 
mechanisms implemented in DRAM chips and memory 
controllers

n Provides an automatic tool that can effectively create many-
sided RowHammer attacks in DDR4 and LPDDR4(X) chips
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Example Many-Sided Hammering Patterns

110



BitFlips vs. Number of Aggressor Rows
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TRRespass Vulnerable DRAM Modules
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TRRespass Vulnerable Mobile Phones
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TRRespass Based RowHammer Attack
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TRRespass Key Results
n 13 out of 42 tested DDR4 DRAM modules are vulnerable

q From all 3 major manufacturers
q 3-, 9-, 10-, 14-, 19-sided hammer attacks needed

n 5 out of 13 mobile phones tested vulnerable
q From 4 major manufacturers
q With LPDDR4(X) DRAM chips

n These results are scratching the surface
q TRRespass tool is not exhaustive
q There is a lot of room for uncovering more vulnerable chips 

and phones
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TRRespass Key Takeaways

RowHammer is still 
an open problem

Security by obscurity 
is likely not a good solution
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Uncovering TRR 
Almost Completely



Industry-Adopted Solutions Are Very Poor
n Hasan Hassan, Yahya Can Tugrul, Jeremie S. Kim, Victor van der Veen, Kaveh Razavi, 

and Onur Mutlu,
"Uncovering In-DRAM RowHammer Protection Mechanisms: A New 
Methodology, Custom RowHammer Patterns, and Implications"
Proceedings of the 54th International Symposium on Microarchitecture (MICRO), 
Virtual, October 2021.
[Slides (pptx) (pdf)]
[Short Talk Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (25 minutes)]
[Lightning Talk Video (100 seconds)]
[arXiv version]
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https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
http://www.microarch.org/micro54/
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-short-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21-lightning-talk.pdf
https://www.youtube.com/watch?v=YkBR9yeLHRs&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=11
https://www.youtube.com/watch?v=HHxeuWVqq8w&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=5
https://arxiv.org/abs/2110.10603
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U-TRR	Summary	&	Key	Results
Target	Row	Refresh	(TRR):	

a	set	of	obscure,	undocumented,	and	proprietary	RowHammer	mitigation	techniques

A	new	methodology	that	leverages	data	retention	failures	to	
uncover	the	inner	workings	of	TRR	and	study	its	securityU-TRR

15x	Vendor	A
DDR4	modules

U-TRR
New	

RowHammer	
access	patterns

15x	Vendor	B
DDR4	modules
15x	Vendor	C
DDR4	modules

All	45	modules	we	test	are	vulnerable

99.9%	of	rows	in	a	DRAM	bank	
experience	at	least	one	RowHammer	bit	flip

Up	to	7	RowHammer	bit	flips	in	
an	8-byte	dataword,	making	ECC	ineffective

TRR	does	not	provide	security	against	RowHammer

We	cannot	easily	study	the	security	properties	of	TRR

Is	TRR	fully	secure?	How	can	we	validate	its	security	guarantees?

U-TRR	can	facilitate	the	development	of	new	RowHammer	attacks	
and	more	secure	RowHammer	protection	mechanisms
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Overview	of	U-TRR

U-TRR:	A	new	methodology	to
uncover	the	inner	workings	of	TRR

Key	idea:	Use	data	retention	failures	as	a	side	channel	
to	detect	when	a	row	is	refreshed	by	TRR

Analysis

RPRs	refreshed	by	
TRR-induced	refresh

Row	Scout
(RS)

Profiling	
Configuration

row	group	layout
row	group	count
bank
range
...

Retention	
Profiled	
Rows	
(RPR)

TRR	Analyzer
(TRR-A)

Experiment	
Configuration

aggressor	(A)	row	addr.

A/D	hammer	counts

dummy	(D)	row	addr.
hammering	mode

REF	count

number	of	rounds

...
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Key	Takeaways
All	45	modules	we	test	are	vulnerable

99.9%	of	rows	in	a	DRAM	bank	
experience	at	least	one	RowHammer	bit	flip

ECC	is	ineffective:	up	to	7	RowHammer	bit	flips	
in	an	8-byte	dataword	
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Bypassing	ECC	with	New	RowHammer	Patterns

Conventional	DRAM	ECC	cannot	protect
against	our	new	RowHammer	access	patterns

Modules	from	all	three	vendors	have	many	8-byte	data	chunks	with	
3	and	more	(up	to	7)	RowHammer	bit	flips

Vendor	A Vendor	B Vendor	C



Google’s Half-Double RowHammer Attack (May 2021)

123https://security.googleblog.com/2021/05/introducing-half-double-new-hammering.html



n Given three consecutive rows A, B, and C, we were able to attack C by directing a very large number of 
accesses to A, along with just a handful (~dozens) to B. 

n Based on our experiments, accesses to B have a non-linear gating effect, in which they appear to 
“transport” the Rowhammer effect of A onto C.

n This is likely an indication that the electrical coupling responsible for Rowhammer is a property of 
distance, effectively becoming stronger and longer-ranged as cell geometries shrink down.

124https://security.googleblog.com/2021/05/introducing-half-double-new-hammering.html  

Google’s Half-Double RowHammer Attack (May 2021)

https://security.googleblog.com/2021/05/introducing-half-double-new-hammering.html


Google’s Half-Double RowHammer Attack

n Appears at USENIX Security 2022

125https://www.usenix.org/system/files/sec22-kogler-half-double.pdf 

https://www.usenix.org/system/files/sec22-kogler-half-double.pdf


BlockHammer Solution in 2021
n A. Giray Yaglikci, Minesh Patel, Jeremie S. Kim, Roknoddin Azizi, Ataberk Olgun, Lois Orosa, 

Hasan Hassan, Jisung Park, Konstantinos Kanellopoulos, Taha Shahroodi, Saugata Ghose, 
and Onur Mutlu,
"BlockHammer: Preventing RowHammer at Low Cost by Blacklisting Rapidly-
Accessed DRAM Rows"
Proceedings of the 27th International Symposium on High-Performance Computer 
Architecture (HPCA), Virtual, February-March 2021.
[Slides (pptx) (pdf)]
[Short Talk Slides (pptx) (pdf)]
[Intel Hardware Security Academic Awards Short Talk Slides (pptx) (pdf)]
[Talk Video (22 minutes)]
[Short Talk Video (7 minutes)]
[Intel Hardware Security Academic Awards Short Talk Video (2 minutes)]
[BlockHammer Source Code]
Intel Hardware Security Academic Award Finalist (one of 4 finalists out of 34 
nominations)
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https://people.inf.ethz.ch/omutlu/pub/BlockHammer_preventing-DRAM-rowhammer-at-low-cost_hpca21.pdf
https://people.inf.ethz.ch/omutlu/pub/BlockHammer_preventing-DRAM-rowhammer-at-low-cost_hpca21.pdf
https://www.hpca-conf.org/2021/
https://www.hpca-conf.org/2021/
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-preventing-rowhammer-at-low-cost-by-blacklisting-rapidly-accessed-dram-rows_hpca21-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-preventing-rowhammer-at-low-cost-by-blacklisting-rapidly-accessed-dram-rows_hpca21-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-preventing-rowhammer-at-low-cost-by-blacklisting-rapidly-accessed-dram-rows_hpca21-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-preventing-rowhammer-at-low-cost-by-blacklisting-rapidly-accessed-dram-rows_hpca21-short-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-IntelHardwareSecurityAcademicAwards-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/BlockHammer-IntelHardwareSecurityAcademicAwards-short-talk.pdf
https://www.youtube.com/watch?v=4Y01N1BhWv4&list=PL5Q2soXY2Zi8_VVChACnON4sfh2bJ5IrD&index=102
https://www.youtube.com/watch?v=h0WiOTVIH70&list=PL5Q2soXY2Zi8_VVChACnON4sfh2bJ5IrD&index=124
https://www.youtube.com/watch?v=5TymwquygZM
https://github.com/CMU-SAFARI/BlockHammer
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Two	Key	Challenges

Scalability	
with	worsening	RowHammer	vulnerability1

Compatibility
with	commodity	DRAM	chips2 Compatibility
with	commodity	DRAM	chips2 Compatibility
with	commodity	DRAM	chips2
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• A	RowHammer	attack	hammers	Row	A

• BlockHammer	detects	a	RowHammer
attack	using	area-efficient	Bloom	filters

• BlockHammer	selectively	throttles		accesses	
from	within	the	memory	controller

• Bit	flips	do	not	occur

• BlockHammer	can	optionally	inform	the	system	software	about	the	attack

Physical
Row	Layout

Row A

BlockHammer	is	compatible	with	commodity	DRAM	chips
No	need	for	proprietary	info	of	or	modifications	to	DRAM	chips

BlockHammer:	Practical	Throttling-based	Mechanism

https://github.com/CMU-SAFARI/BlockHammer 
 

https://github.com/CMU-SAFARI/BlockHammer


129

BlockHammer	
Overview	of	Approach

RowBlocker	
Tracks	row	activation	rates	using	area-efficient	Bloom	filters
Blacklists	rows	that	are	activated	at	a	high	rate
Throttles	activations	targeting	a	blacklisted	row

AttackThrottler
Identifies	threads	that	perform	a	RowHammer	attack
Reduces	memory	bandwidth	usage	of	identified	threads

No	row	can	be	activated	at	a	high	enough	rate	to	induce	bit-flips

Greatly	reduces	the	performance	degradation	
and	energy	wastage	a	RowHammer	attack	inflicts	on	a	system
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Evaluation:	BlockHammer
Scaling	with	RowHammer	Vulnerability

RowHammer
Attack Present

No RowHammer
Attack

BlockHammer’s performance and energy overheads remain negligible (<0.6%) 

BlockHammer scalably provides much higher performance (71% on average)
and lower energy consumption (32% on average) than state-of-the-art mechanisms

• System	throughput	(weighted	speedup)
• Job	turnaround	time	(harmonic	speedup)

• Unfairness	(maximum	slowdown)
• DRAM	energy	consumption	



A Takeaway

Main Memory Needs 
Intelligent Controllers
for Security, Safety, 
Reliability, Scaling
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RowHammer	Solution	Approaches
• More	robust	DRAM	chips	and/or	error-correcting	codes
• Increased	refresh	rate	

• Physical	isolation

• Reactive	refresh

• Proactive	throttling

DRAM Bank

Aggressor Row

Victim Rows

Isolation Rows Large-enough	distance

DRAM BankAggressor Row

Victim rows

RefreshVictim Rows

Refresh

Rapidly	activated	(hammered)

Fewer	activations	possible
in	a	refresh	interval

Fewer	activations	allowed	for	aggressive	applications

Cost, Power, Performance, Complexity



Row Migration-Based RowHammer Defenses

Key Idea: Dynamically remap an aggressor row address to 
a different physical row before a RowHammer bitflip occurs
n Does not require refreshing victim rows 
n Relocates the aggressor row’s data

Saileshwar+, “Randomized Row Swap: Mitigating Row Hammer by Breaking Spatial Correlation between Aggressor and Victim Rows,” ASPLOS’22.
Hassan+, “CROW: A Low-Cost Substrate for Improving DRAM Performance, Energy Efficiency, and Reliability,” ISCA’19.
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Row Migration-Based RowHammer Defenses
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RowHammer in 2023: SK Hynix
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Industry’s RowHammer Solutions (I)
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Industry’s RowHammer Solutions (II)
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RowHammer in 2023: Samsung
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https://arxiv.org/pdf/2302.03591v1.pdf 

https://arxiv.org/pdf/2302.03591v1.pdf


Question

Are we now 
RowHammer-free

in 2023 and Beyond?
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Are We Now RowHammer Free in 2023?
n Appeared at ISCA in June 2023
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https://arxiv.org/pdf/2306.17061.pdf 

https://arxiv.org/pdf/2306.17061.pdf


RowPress



RowPress [ISCA 2023]
n Haocong Luo, Ataberk Olgun, Giray Yaglikci, Yahya Can Tugrul, Steve Rhyner, 

M. Banu Cavlak, Joel Lindegger, Mohammad Sadrosadati, and Onur Mutlu,
"RowPress: Amplifying Read Disturbance in Modern DRAM Chips"
Proceedings of the 50th International Symposium on Computer 
Architecture (ISCA), Orlando, FL, USA, June 2023.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video (3 minutes)]
[RowPress Source Code and Datasets (Officially Artifact Evaluated with All 
Badges)]
Officially artifact evaluated as available, reusable and reproducible.
Best artifact award at ISCA 2023.
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https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23.pdf
http://iscaconf.org/isca2023/
http://iscaconf.org/isca2023/
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-lightning-talk.pdf
https://www.youtube.com/watch?v=R3VKbbbWMnY
https://github.com/CMU-SAFARI/RowPress
https://github.com/CMU-SAFARI/RowPress


RowPress	
Amplifying	Read	Disturbance	

in	Modern	DRAM	Chips

Haocong	Luo
Ataberk	Olgun													A.	Giray	Yağlıkçı								Yahya	Can	Tuğrul
Steve	Rhyner									Meryem	Banu	Cavlak						Joël	Lindegger	

Mohammad	Sadrosadati							Onur	Mutlu

ISCA	2023	Session	2B:	Monday	19	June,	2:15	PM	EDT	



High-Level	Summary
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• We	demonstrate	and	analyze RowPress, a	new	
read	disturbance	phenomenon that	causes	bitflips	
in	real	DRAM	chips

• We	show	that	RowPress	is	different	from	the	
RowHammer	vulnerability

• We	demonstrate	RowPress	using	a	user-level	
program on	a	real	Intel	system	with	real	DRAM	chips

• We	provide	effective	solutions to	RowPress



What	is	RowPress?
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Keeping	a	DRAM	row	open	for	a	long	time
causes	bitflips	in	adjacent	rows

These	bitflips	do	NOT require	many	row	activations

Only	one	activation	is	enough	in	some	cases!

Now,	let's	delve	into	some	background	and	
see	how	this	is	different	from	RowHammer☞



Read	Disturbance	in	DRAM

• Read	disturbance	in	DRAM	breaks	memory	isolation
• Prominent	example:	RowHammer
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Row	1

Row	2

Row	3

Row	2open
Row	1

Row	3

Row	2closed Row	2open
Row	1

Row	3

Row	2open Row	2closed

DRAM Chip

Victim	Row

Victim	Row

Aggressor	Row

Repeatedly	opening	(activating)	and	closing	a	DRAM	row	
many	times	causes	RowHammer	bitflips	in	adjacent	rows



Are	There	Other	Read-Disturb	Issues	in	DRAM?

• RowHammer	is	the	only	studied	read-disturb	phenomenon
• Mitigations	work	by	detecting	high	row	activation	count
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What	if	there	is	another	read-disturb	phenomenon
that	does	NOT	rely	on	high	row	activation	count?

https://www.reddit.com/r/CrappyDesign/comments/arw0q8/now_this_this_is_poor_fencing/



RowPress	vs.	RowHammer

Instead	of	using	a	high	activation	count,
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RowHammer
Aggressor Row

Open

Close

RowPress
Aggressor Row

Open

Close

We	observe	bitflips	even	with	ONLY	ONE	activation
in	extreme	cases	where	the	row	stays	open	for	30ms

36ns,	47K	activations	to	induce	bitflips

7.8µs,	only	5K	activations	to	induce	bitflips

☞ increase	the	time	that	the	aggressor	row	stays	open



Real	DRAM	Chip	Characterization	(I)
FPGA-Based	DDR4	Testing	Infrastructure
• Based	on	SoftMC [Hassan+,	HPCA’17]	and	
DRAM	Bender	[Olgun+,	TCAD’23]
• Fine-grained	control	over	DRAM	commands,	timings,	and	
temperature

149https://github.com/CMU-SAFARI/DRAM-Bender 

https://github.com/CMU-SAFARI/DRAM-Bender


DRAM Bender 

150https://github.com/CMU-SAFARI/DRAM-Bender 

n Ataberk Olgun, Hasan Hassan, A Giray Yağlıkçı, Yahya Can Tuğrul, Lois Orosa, 
Haocong Luo, Minesh Patel, Oğuz Ergin, and Onur Mutlu,
"DRAM Bender: An Extensible and Versatile FPGA-based Infrastructure 
to Easily Test State-of-the-art DRAM Chips"
IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems (TCAD), 2023.
[Extended arXiv version]
[DRAM Bender Source Code]
[DRAM Bender Tutorial Video (43 minutes)]

https://github.com/CMU-SAFARI/DRAM-Bender
https://arxiv.org/pdf/2211.05838.pdf
https://arxiv.org/pdf/2211.05838.pdf
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/abs/2211.05838
https://github.com/CMU-SAFARI/DRAM-Bender
https://www.youtube.com/watch?v=FklVEsfdZCI
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DRAM	Bender:	Prototypes

Five	out	of	the	box	FPGA-based	prototypes

https://github.com/CMU-SAFARI/DRAM-Bender	

https://github.com/CMU-SAFARI/DRAM-Bender


DRAM	chips	tested
• 164	DDR4	chips	from	all	3	major	DRAM	manufacturers
• Covers	different	die	densities	and	revisions

Real	DRAM	Chip	Characterization	(II)
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Major	Takeaways	from	Real	DRAM	Chips
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RowPress	significantly	amplifies
DRAM’s	vulnerability	to	read	disturbance

RowPress	has	a	different underlying
errormechanism from	RowHammer



Key	Characteristics	of	RowPress	(I)
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Amplifying	Read	Disturbance	in	DRAM
• Reduces	the	minimum	number	of	row	activations	needed	to	
induce	a	bitflip	(ACmin)	by	1-2	orders	of	magnitude

• In	extreme	cases,	activating	a	row	only	once induces	bitflips



Key	Characteristics	of	RowPress	(II)
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Amplifying	Read	Disturbance	in	DRAM
• Reduces	the	minimum	number	of	row	activations	needed	to	
induce	a	bitflip	(ACmin)	by	1-2	orders	of	magnitude

• In	extreme	cases,	activating	a	row	only	once induces	bitflips

• Gets	worse	as	temperature	increases

Different	From	RowHammer
• Affects	a	different	set	of	cells compared	to	RowHammer and	
retention	failures

• Behaves	differently as	access	pattern	and	temperature	changes	
compared	to	RowHammer



Amplifying	Read	Disturbance (I)
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RowHammer RowPress

ACmin = 1

Howminimum activation	count	to	induce	a	bitflip	(ACmin)	
changes	as	aggressor	row	on	time	(tAggON)	increases

[min, max] tR
EF

I

9x
 tR

EF
I



How	minimum	activation	count	to	induce	a	bitflip	(ACmin)	
changes as	aggressor	row	on	time	(tAggON)	increases

Amplifying	Read	Disturbance (II)
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RowHammer RowPress



How	minimum	activation	count	to	induce	a	bitflip	(ACmin)	
changes as	aggressor	row	on	time	(tAggON)	increases

Amplifying	Read	Disturbance (III)
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ACmin	reduces	by	21X on	average	when	tAggON	increases	from	36ns	to	7.8µs
191X 70.2µs

RowPress significantly	reduces	ACmin as	tAggON increases



Amplifying	Read	Disturbance (IV)
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ACmin@ 80°C normalized	to	ACmin@ 50°C
• Data	point	below	1	means	fewer	activations	to	cause	bitflips @ 80°C	
compared	to	50°C

When	tAggON is	7.8	μs,	RowPress	requires	about	50%	fewer	activations	
to	induce	bitflips	at	80°C	compared	to	50°C

RowPress	gets	worse	as	temperature	increases



Real-System	Demonstration	(I)
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Key	Idea:	A	proof-of-concept	RowPress	program	keeps	a	
DRAM	row	open	for	a	longer	period	by	keeping	on	
accessing	different	cache	blocks	in	the	row

Intel	Core	i5-10400	
(Comet	Lake)

Samsung	DDR4	Module	
M378A2K43CB1-CTD
(Date	Code:	20-10)

w/	TRR	RowHammer	Mitigation

// Sync with Refresh and Loop Below
 for (k = 0; k < NUM_AGGR_ACTS; k++)
 for (j = 0; j < NUM_READS; j++) ∗AGGRESSOR1[j];
 for (j = 0; j < NUM_READS; j++) ∗AGGRESSOR2[j];
 for (j = 0; j < NUM_READS; j++)
 clflushopt(AGGRESSOR1[j]);
 clflushopt(AGGRESSOR2[j]);

 mfence();
 activate_dummy_rows();

Number of Cache Blocks Accessed 
Per Aggressor Row ACT

(NUM_READS=1 is Rowhammer)



Real-System	Demonstration	(II)
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Leveraging	RowPress,	our	user-level	program	
induces	bitflips	when	RowHammer cannot

On	1500	victim	rows



Mitigating	RowPress	(I)
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We	propose	a	methodology	to	adapt	existing	
RowHammer mitigations	to	also	mitigate	RowPress
Key	Idea:
1. Limit	the	maximum	row	open	time	(tmro)
2. Configure	the	RowHammer mitigation	to	account	for	the	

RowPress-induced	reduction	in	ACmin

Row	Open	Time

AC
m
in

RowPress-Induced	
ACmin	Reduction

Original	
RowHammer	
Mitigation

Adapted
Mitigation

tmro

Less	
Row	Buffer	Locality

More	RowPress	
Read	Disturbance



Mitigating	RowPress	(II)

163

Evaluation	methodology
• Adapted	RowHammer Mitigations: Graphene	(Graphene-RP)	
and	PARA	(PARA-RP)

• Cycle-accurate	DRAM	simulator:	Ramulator [Kim+,	CAL’15]
- 4	GHz	Out-of-Order	Core,	dual-rank	DDR4	DRAM
- FR-FCFS	scheduling
- Open-row	policy	(with	limited	maximum	row	open	time)

• 58	four-core	multiprogrammed workloads	from	SPEC	CPU2017,	
TPC-H,	and	YCSB

• Metric: Additional	performance	overhead of	Graphene-RP	
(PARA-RP)	over	Graphene	(PARA)
- Measured	by	weighted	speedup



Mitigating	RowPress	(III)
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Key	evaluation	results

Our	solutions	mitigate	RowPress	
at	low	additional	performance	overhead
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More	Results	&	Source	Code
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Many	more	results	&	analyses	in	the	paper
Ø 6	major	takeaways

Ø 19	major	empirical	observations
Ø 3	more	potential	mitigations

Fully	open	source	and	artifact	evaluated
Ø https://github.com/CMU-SAFARI/RowPress

https://arxiv.org/pdf/2306.17061.pdf 

https://github.com/CMU-SAFARI/RowPress
https://arxiv.org/pdf/2306.17061.pdf


Conclusion
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We	demonstrate	and	analyze RowPress, a	widespread
read	disturbance	phenomenon that	causes	bitflips	
in	real	DRAM	chips

We	characterize	RowPress	on	164	DDR4	chips	
from	all	3	major	DRAM	manufacturers
• RowPress	greatly	amplifies	read	disturbance:	minimum	activation	count
reduces	by	1-2	orders	of	magnitude	

• RowPress	has	a	different	mechanism	from	RowHammer &	retention	failures

We demonstrate	RowPress using a	user-level	program
• Induces	bitflips	when	RowHammer cannot

We	provide	effective	solutions to	RowPress
• Low	additional	performance	overhead



RowPress
Amplifying	Read	Disturbance	

in	Modern	DRAM	Chips
Haocong	Luo

Ataberk	Olgun													A.	Giray	Yağlıkçı								Yahya	Can	Tuğrul
Steve	Rhyner									Meryem	Banu	Cavlak						Joël	Lindegger	

Mohammad	Sadrosadati							Onur	Mutlu
https://github.com/CMU-SAFARI/RowPress

https://github.com/CMU-SAFARI/RowPress


RowPress [ISCA 2023]
n Haocong Luo, Ataberk Olgun, Giray Yaglikci, Yahya Can Tugrul, Steve Rhyner, 

M. Banu Cavlak, Joel Lindegger, Mohammad Sadrosadati, and Onur Mutlu,
"RowPress: Amplifying Read Disturbance in Modern DRAM Chips"
Proceedings of the 50th International Symposium on Computer 
Architecture (ISCA), Orlando, FL, USA, June 2023.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video (3 minutes)]
[RowPress Source Code and Datasets (Officially Artifact Evaluated with All 
Badges)]
Officially artifact evaluated as available, reusable and reproducible.
Best artifact award at ISCA 2023.
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https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23.pdf
http://iscaconf.org/isca2023/
http://iscaconf.org/isca2023/
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23-lightning-talk.pdf
https://www.youtube.com/watch?v=R3VKbbbWMnY
https://github.com/CMU-SAFARI/RowPress
https://github.com/CMU-SAFARI/RowPress


More to Come…



Two Major Directions
n Understanding Bitflips (DRAM errors in general)

q Many effects on bitflips still need to be rigorously examined
n Aging of DRAM Chips
n Environmental Conditions (e.g., Process, Voltage, Temperature)
n Memory Access Patterns
n Memory Controller & System Design Decisions
n …

n Solving Bitflips
q Flexible and efficient solutions are necessary

n In-field patchable / reconfigurable / programmable solutions
q Co-architecting System and Memory is important

n To avoid performance and denial-of-service problems
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A RowHammer Survey: Recent Update
n Onur Mutlu, Ataberk Olgun, and A. Giray Yaglikci,

"Fundamentally Understanding and Solving RowHammer"
Invited Special Session Paper at the 28th Asia and South Pacific Design 
Automation Conference (ASP-DAC), Tokyo, Japan, January 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (26 minutes)]
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https://arxiv.org/pdf/2211.07613.pdf 

https://arxiv.org/pdf/2211.07613.pdf
http://www.aspdac.com/aspdac2023/
http://www.aspdac.com/aspdac2023/
https://arxiv.org/abs/2211.07613
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pdf
https://www.youtube.com/watch?v=1kpDJkh_I8s
https://arxiv.org/pdf/2211.07613.pdf


Better Coordination of DRAM & Controller

https://arxiv.org/pdf/2207.13358.pdf 
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https://arxiv.org/pdf/2207.13358.pdf
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Self-Managing	DRAM:	Overview

Self-Managing	DRAM	(SMD)
enables	autonomous	in-DRAM	maintenance	operations

ACT_NACK	pin

Memory	
Controller

DRAM
Chip

command	bus

data	bus

Leveraging	the	ability	to	reject	an	ACT,	a	maintenance	operation	
can	be	implemented	completely	within	a	DRAM	chip

Key	Idea:
Prevent	the	memory	controller	from	accessing	DRAM	regions	that	are
under	maintenance	by	rejecting	row	activation	(ACT)	commands
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SMD-Based	Maintenance	Mechanisms

DRAM	
Refresh

RowHammer	
Protection

Memory	
Scrubbing

Fixed	Rate	(SMD-FR) Variable	Rate	(SMD-VR)

uniformly	refreshes	all	DRAM	rows	
with	a	fixed	refresh	period

skips	refreshing	rows	that	
can	retain	their	data	for	longer	than	

the	default	refresh	period

Probabilistic	(SMD-PRP) Deterministic	(SMD-DRP)
keeps	track	of	most	

frequently	activated	rows	and	
performs	neighbor	row	refresh	when	
activation	count	threshold	is	exceeded

Periodic	Scrubbing	(SMD-MS)
periodically	scans	the	entire	DRAM	for	errors	and	corrects	them

Performs	neighbor	row	refresh	
with	a	small	probability	
on	every	row	activation
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Self-Managing	DRAM:	Summary

Implementing	new	maintenance	mechanisms	often	requires	difficult-to-realize	changes

The	three	major	DRAM	maintenance	operations:
vRefresh
vRowHammer	Protection
vMemory	Scrubbing

Our	Goal
Ease	the	process	of	enabling	new	DRAM	maintenance	operations1
Enable	more	efficient	in-DRAM	maintenance	operations2

Self-Managing	DRAM	(SMD)
Enables	implementing	new	in-DRAM	maintenance	mechanisms	

with	no	further	changes	in	the	DRAM	interface	and	memory	controller

SMD-based	refresh,	RowHammer	protection,	and	scrubbing	achieve	
9.2%	speedup	and	6.2%	lower	DRAM	energy	vs.	conventional	DRAM



Talk on Self-Managing DRAM

176https://www.youtube.com/watch?v=mGa6-vpExbE 

https://www.youtube.com/watch?v=mGa6-vpExbE


Hidden Row Activation
n A. Giray Yaglıkcı, Ataberk Olgun, Minesh Patel, Haocong Luo, Hasan Hassan, Lois 

Orosa, Oguz Ergin, and Onur Mutlu,
"HiRA: Hidden Row Activation for Reducing Refresh Latency of Off-the-
Shelf DRAM Chips"
Proceedings of the 55th International Symposium on Microarchitecture (MICRO), 
Chicago, IL, USA, October 2022.
[Slides (pptx) (pdf)]
[Longer Lecture Slides (pptx) (pdf)]
[Lecture Video (36 minutes)]
[arXiv version]
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https://arxiv.org/pdf/2209.10198.pdf 

https://arxiv.org/pdf/2209.10198.pdf
https://arxiv.org/pdf/2209.10198.pdf
http://www.microarch.org/micro55/
https://people.inf.ethz.ch/omutlu/pub/hira_micro22-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/hira_micro22-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/hira_lecture-slides.pptx
https://people.inf.ethz.ch/omutlu/pub/hira_lecture-slides.pdf
https://www.youtube.com/watch?v=HTo3bVFSTjw
https://arxiv.org/abs/2209.10198
https://arxiv.org/pdf/2209.10198.pdf


Future Memory 
Robustness Challenges



Future of Main Memory Robustness
n DRAM is becoming less reliable à more vulnerable

n Due to difficulties in DRAM scaling, other problems may 
also appear (or they may be going unnoticed)

n Some errors may already be slipping into the field
q Read disturb errors (Rowhammer)
q Retention errors
q Read errors, write errors
q …

n These errors can also pose security vulnerabilities
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Future of Main Memory Robustness

n DRAM

n Flash memory

n Emerging Technologies
q Phase Change Memory
q STT-MRAM
q RRAM, memristors
q … 
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Many Errors and Their Mitigation [PIEEE’17]

181
Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.



A Survey on Flash Memory Errors

182https://arxiv.org/pdf/1706.08642  

Proceedings of the IEEE, Sept. 2017

https://arxiv.org/pdf/1706.08642


A Takeaway

Main Memory Needs 
Intelligent Controllers
for Security, Safety, 
Reliability, Scaling
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The Takeaway

Intelligent 
Memory Controllers

Can Avoid Many Failures
& Enable Better Scaling
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Architecting Future Memory for Security 
n Understand: Methods for vulnerability modeling & discovery

q Modeling and prediction based on real (device) data and analysis
q Understanding vulnerabilities
q Developing reliable metrics

n Architect: Principled architectures with security as key concern
q Good partitioning of duties across the stack
q Cannot give up performance and efficiency
q Patch-ability in the field

n Design & Test: Principled design, automation, (online) testing
q Design for security
q High coverage and good interaction with system reliability 

methods
185



186Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.

Temperature
Controller

PC

HeaterFPGAs FPGAs

Understand and Model with Experiments (DRAM)



Understand and Model with Experiments (Flash)

USB Jack

Virtex-II Pro
(USB controller)

Virtex-V FPGA
(NAND Controller)

HAPS-52 Mother Board

USB Daughter Board

NAND Daughter Board

1x-nm
NAND Flash

[DATE 2012, ICCD 2012, DATE 2013, ITJ 2013, ICCD 2013, SIGMETRICS 2014, 
HPCA 2015, DSN 2015, MSST 2015, JSAC 2016, HPCA 2017, DFRWS 2017, 
PIEEE 2017, HPCA 2018, SIGMETRICS 2018]
Cai+, “Error Characterization, Mitigation, and Recovery in Flash Memory Based Solid State Drives,” Proc. IEEE 2017.



Collapse of the “Galloping Gertie” (1940)

188Source: AP
http://www.wsdot.wa.gov/tnbhistory/connections/connections3.htm



Another Example (1994)

189Source:  By 최광모 - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=35197984



Yet Another Example (2007)

190Source:  Morry Gash/AP,
 https://www.npr.org/2017/08/01/540669701/10-years-after-bridge-collapse-america-is-still-crumbling?t=1535427165809



A More Recent Example (2018)

191Source: AFP / Valery HACHE, https://www.capitalfm.co.ke/news/2018/08/genoa-bridge-collapse-what-we-know/



A Most Recent Example (2022)

192https://www.post-gazette.com/local/city/2022/01/28/pittsburgh-bridge-collapse-forbes-braddock-avenue-point-breeze-squirrel-hill/stories/202201280075



A Most Recent Example (2022)

193https://www.reuters.com/world/us/biden-highlight-manufacturing-jobs-gdp-growth-pittsburgh-2022-01-28/



A Most Recent Example (2022)

194https://usa.streetsblog.org/2022/01/28/pittsburgh-bridge-collapse-underscores-urgent-need-for-fix-it-first-policy/



A Most Recent Example (2022)

195https://www.npr.org/2022/01/28/1076343656/pittsburgh-bridge-collapse-biden-visit



The Takeaway, Again

Intelligent Memory 
Controllers

Can Avoid Such Failures
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A Takeaway

Main Memory Needs 
Intelligent Controllers
for Security, Safety, 
Reliability, Scaling
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An Early Proposal for Intelligent Controllers [IMW’13]

n Onur Mutlu,
"Memory Scaling: A Systems Architecture Perspective"
Proceedings of the 5th International Memory 
Workshop (IMW), Monterey, CA, May 2013. Slides 
(pptx) (pdf)
EETimes Reprint

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf 

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_imw13.pdf
http://www.ewh.ieee.org/soc/eds/imw/
http://www.ewh.ieee.org/soc/eds/imw/
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_imw13_invited-talk.pdf
http://www.eetimes.com/document.asp?doc_id=1280950
https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf


Industry Is Writing Papers About It, Too
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Industry Is Writing Papers About It, Too
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Industry’s RowHammer Solutions (I)
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Industry’s RowHammer Solutions (II)
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Industry’s RowHammer Solutions (III)
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Industry’s RowHammer Solutions (IV)
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https://arxiv.org/pdf/2302.03591v1.pdf 

https://arxiv.org/pdf/2302.03591v1.pdf


Final Thoughts on RowHammer



Aside: Byzantine Failures
n This class of failures is known as Byzantine failures

n Characterized by
q Undetected erroneous computation
q Opposite of “fail fast (with an error or no result)”

n “erroneous” can be “malicious” (intent is the only 
distinction)

n Very difficult to detect and confine Byzantine failures
n Do all you can to avoid them

n Lamport et al., “The Byzantine Generals Problem,” ACM TOPLAS 1982.

206Slide credit: Mahadev Satyanarayanan, CMU, 15-440, Spring 2015



Aside: Byzantine Generals Problem

207https://dl.acm.org/citation.cfm?id=357176

ACM TOPLAS 1982

https://dl.acm.org/citation.cfm?id=357176


Before RowHammer (I)

208https://www.cs.princeton.edu/~appel/papers/memerr.pdf

IEEE S&P 2003

https://www.cs.princeton.edu/~appel/papers/memerr.pdf


Before RowHammer (II)

209https://www.cs.princeton.edu/~appel/papers/memerr.pdf

IEEE S&P 2003

https://www.cs.princeton.edu/~appel/papers/memerr.pdf


After RowHammer

A simple memory error
can be induced by software
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RowHammer: Retrospective
n New mindset that has enabled a renewed interest in HW 

security attack research:
q Real (memory) chips are vulnerable, in a simple and widespread manner 

à this causes real security problems
q Hardware reliability à security connection is now mainstream discourse 

n Many new RowHammer attacks…
q Tens of papers in top security & architecture venues 
q More to come as RowHammer is getting worse (DDR4 & beyond)

n Many new RowHammer solutions…
q Apple security release; Memtest86 updated
q Many solution proposals in top venues (latest in HPCA/S&P 2023)
q Principled system-DRAM co-design (in original RowHammer paper)
q More to come…
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Perhaps Most Importantly…
n RowHammer enabled a shift of mindset in mainstream 

security researchers
q General-purpose hardware is fallible, in a widespread manner
q Its problems are exploitable

n This mindset has enabled many systems security 
researchers to examine hardware in more depth
q And understand HW’s inner workings and vulnerabilities

n It is no coincidence that two of the groups that discovered 
Meltdown and Spectre heavily worked on RowHammer 
attacks before
q More to come…
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Conclusion



Summary: RowHammer
n Memory reliability is reducing
n Reliability issues open up security vulnerabilities

q Very hard to defend against
n Rowhammer is a prime example 

q First example of how a simple hardware failure mechanism can create 
a widespread system security vulnerability

q Its implications on system security research are tremendous & exciting

n Bad news: RowHammer is getting worse

n Good news: We have a lot more to do 
q We are now fully aware hardware is easily fallible
q We are developing both attacks and solutions
q We are developing principled models, methodologies, solutions
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A RowHammer Survey Across the Stack
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems (TCAD) Special Issue on Top Picks in Hardware and 
Embedded Security, 2019.
[Preliminary arXiv version]
[Slides from COSADE 2019 (pptx)]
[Slides from VLSI-SOC 2020 (pptx) (pdf)]
[Talk Video (1 hr 15 minutes, with Q&A)]

215https://arxiv.org/pdf/1904.09724.pdf 

https://people.inf.ethz.ch/omutlu/pub/RowHammer-Retrospective_ieee_tcad19.pdf
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/pdf/1904.09724.pdf
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-COSADE-Keynote-April-4-2019.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-RowHammer-VLSI-SOC-October-9-2020.pdf
https://www.youtube.com/watch?v=sgd7PHQQ1AI&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=39
https://arxiv.org/pdf/1904.09724.pdf


A RowHammer Survey: Recent Update
n Onur Mutlu, Ataberk Olgun, and A. Giray Yaglikci,

"Fundamentally Understanding and Solving RowHammer"
Invited Special Session Paper at the 28th Asia and South Pacific Design 
Automation Conference (ASP-DAC), Tokyo, Japan, January 2023.
[arXiv version]
[Slides (pptx) (pdf)]
[Talk Video (26 minutes)]
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https://arxiv.org/pdf/2211.07613.pdf 

https://arxiv.org/pdf/2211.07613.pdf
http://www.aspdac.com/aspdac2023/
http://www.aspdac.com/aspdac2023/
https://arxiv.org/abs/2211.07613
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer_aspdac23-talk.pdf
https://www.youtube.com/watch?v=1kpDJkh_I8s
https://arxiv.org/pdf/2211.07613.pdf
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https://www.youtube.com/watch?v=LbC0EZY8yw4&list=PL5Q2soXY2Zi_uej3aY39YB5pfW4SJ7LlN
https://www.youtube.com/watch?v=LbC0EZY8yw4&list=PL5Q2soXY2Zi_uej3aY39YB5pfW4SJ7LlN
https://www.youtube.com/watch?v=LbC0EZY8yw4&list=PL5Q2soXY2Zi_uej3aY39YB5pfW4SJ7LlN


RowHammer & DRAM Exploration (Fall 2022)

https://www.youtube.com/onurmutlulectures 

n Fall 2022 Edition: 
q https://safari.ethz.ch/projects_and_seminars/fall2

022/doku.php?id=softmc
n Spring 2022 Edition: 

q https://safari.ethz.ch/projects_and_seminars/sprin
g2022/doku.php?id=softmc

n Youtube Livestream (Spring 2022):
q https://www.youtube.com/watch?v=r5QxuoJWttg

&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO 

n Bachelor’s course
q Elective at ETH Zurich
q Introduction to DRAM organization & operation
q Tutorial on using FPGA-based infrastructure
q Verilog & C++
q Potential research exploration

https://www.youtube.com/onurmutlulectures
https://safari.ethz.ch/digitaltechnik/spring2022/doku.php?id=schedule
https://safari.ethz.ch/projects_and_seminars/fall2022/doku.php?id=softmc
https://safari.ethz.ch/projects_and_seminars/fall2022/doku.php?id=softmc
https://safari.ethz.ch/digitaltechnik/spring2021/doku.php?id=schedule
https://safari.ethz.ch/projects_and_seminars/spring2022/doku.php?id=softmc
https://safari.ethz.ch/projects_and_seminars/spring2022/doku.php?id=softmc
https://www.youtube.com/watch?v=cpXdE3HwvK0&list=PL5Q2soXY2Zi97Ya5DEUpMpO2bbAoaG7c6
https://www.youtube.com/watch?v=r5QxuoJWttg&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO
https://www.youtube.com/watch?v=r5QxuoJWttg&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO


Exploration of Emerging Memory Systems (Fall 2022)

https://www.youtube.com/onurmutlulectures 

n Fall 2022 Edition: 
q https://safari.ethz.ch/projects_and_seminars/fall2

022/doku.php?id=ramulator 
n Spring 2022 Edition: 

q https://safari.ethz.ch/projects_and_seminars/sprin
g2022/doku.php?id=ramulator 

n Youtube Livestream (Spring 2022):
q https://www.youtube.com/watch?v=aM-

llXRQd3s&list=PL5Q2soXY2Zi_TlmLGw_Z8hBo292
5ZApqV 

n Bachelor’s course
q Elective at ETH Zurich
q Introduction to memory system simulation
q Tutorial on using Ramulator 
q C++
q Potential research exploration

https://www.youtube.com/onurmutlulectures
https://safari.ethz.ch/digitaltechnik/spring2022/doku.php?id=schedule
https://safari.ethz.ch/projects_and_seminars/fall2022/doku.php?id=ramulator
https://safari.ethz.ch/projects_and_seminars/fall2022/doku.php?id=ramulator
https://safari.ethz.ch/digitaltechnik/spring2021/doku.php?id=schedule
https://safari.ethz.ch/projects_and_seminars/spring2022/doku.php?id=ramulator
https://safari.ethz.ch/projects_and_seminars/spring2022/doku.php?id=ramulator
https://www.youtube.com/watch?v=cpXdE3HwvK0&list=PL5Q2soXY2Zi97Ya5DEUpMpO2bbAoaG7c6
https://www.youtube.com/watch?v=r5QxuoJWttg&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO
https://www.youtube.com/watch?v=r5QxuoJWttg&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO
https://www.youtube.com/watch?v=r5QxuoJWttg&list=PL5Q2soXY2Zi_1trfCckr6PTN8WR72icUO


Referenced Papers, Talks, Artifacts

n All are available at

https://people.inf.ethz.ch/omutlu/projects.htm 

https://www.youtube.com/onurmutlulectures 

https://github.com/CMU-SAFARI/ 
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https://people.inf.ethz.ch/omutlu/projects.htm
https://www.youtube.com/onurmutlulectures


Open Source Tools: SAFARI GitHub

229https://github.com/CMU-SAFARI/

https://github.com/CMU-SAFARI/


Onur Mutlu
omutlu@gmail.com 

https://people.inf.ethz.ch/omutlu
28 September 2023
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RowHammer, RowPress & Beyond 
Can We Be Free of Bitflips (Soon)?

mailto:omutlu@gmail.com
https://people.inf.ethz.ch/omutlu


Ongoing Works



ABACuS:
All-Bank	Activation	Counters	

for	Scalable	and	Low	Overhead	RowHammer	Mitigation

Accepted	to:	USENIX	Security	2024

Ataberk	Olgun
21.09.2023
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Executive	Summary
Problem:	RowHammer	vulnerability	worsens	as	DRAM	becomes	denser
• Existing	defenses	become	more	costly
• Benign	workloads	frequently	trigger	performance-degrading	RowHammer	mitigations

Goal:	Prevent	RowHammer	bitflips	at	low	performance,	energy,	and	area	cost

Key	Observation:	Workloads	tend	to	access	the	same	row	in	all	DRAM	banks	
at	around	the	same	time

Key	Idea:	Use	one	hardware	counter	to	keep	track	of	activation	counts	
of	the	same	row	across	all	banks
• Make	high-performance,	area-hungry	counter-based	mechanisms	practical

Key	Results:	Memory	system	simulations	using	62	single	core	and	62	8-core	workloads
At	all	tested	RowHammer	thresholds	(1000,	500,	250	125):
Faster	than	the	lowest-area-cost	counter-based	defense	mechanism
Smaller	than	the	lowest-performance-overhead	counter-based	defense	mechanism
0.59%	avg.	performance	overhead	(single-core)	at	a	future	RowHammer	threshold	(1K)
• Only	9.79	KiB	on-chip	storage	per	DRAM	rank	(0.02%	of	a	Xeon	processor)
1.52%	avg.	performance	overhead	(single-core)	at	an	ultra-low	threshold	(125)
• 75.70	KiB	on-chip	storage	per	DRAM	rank	(0.11%	of	the	Xeon	processor)



RowPress Backup



Metric:	The	minimum	number	of	aggressor	row	activations	in	total	
to	cause	at	least	one	bitflip	(ACmin)
Access	Pattern:	Single-sided	(i.e.,	only	one	aggressor	row).	Sweep	
aggressor	row	on	time	(tAggON) from	36ns to	30ms

Data	Pattern:	Checkerboard	(0xAA in	aggressor	and	0x55 in	victim)
Temperature:	50°C
Algorithm:	Bisection-based	ACmin search
• Each	search	iteration	is	capped	at	60ms	(<64ms	refresh	window)
• Repeat	5	times	and	report	the	minimum	ACmin value	observed
• Sample	3072	DRAM	rows	per	chip

Characterization	Methodology	(III)
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[More	sensitivity	studies	in	the	paper]



Key	Characteristics	of	RowPress	
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Amplifying	read	disturbance	in	DRAM
• Reduces	the	minimum	number	of	row	activations	needed	to	
induce	a	bitflip	(ACmin)	by	1-2	orders	of	magnitude

• In	extreme	cases,	activating	a	row	only	once induces	bitflips

• Gets	worse	as	temperature	increases

Different	from	RowHammer
• Affects	a	different	set	of	cells compared	to	RowHammer and	
retention	failures

• Behaves	differently as	access	pattern	or	temperature	changes	
compared	to	RowHammer



Difference	Between	RowPress	and RowHammer	(I)
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Cells	vulnerable	to	RowPress	vs.	RowHammer
• Cells	vulnerable	to	RowPress	(RowHammer)	are	those	that	flip	@	ACmin

• Overlap	=	%&'()*	,-	.)//0	1&/2)*3(/)	4,	5,46	7,89*)00	32:	7,8;3'')*
%&'()*	,-	.)//0	1&/2)*3(/)	4,	7,89*)00

On	average,	only	0.013% of	DRAM	cells	vulnerable	to	RowPress
are	also	vulnerable	to	RowHammer,	when	tAggON ≥	7.8us



Difference	Between RowPress and RowHammer	(II)
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Cells	vulnerable	to	RowPress	vs.	RowHammer
• Cells	vulnerable	to	RowPress	(RowHammer)	are	those	that	flip	@	ACmin

• Overlap	=	%&'()*	,-	.)//0	1&/2)*3(/)	4,	5,46	7,89*)00	32:	7,8;3'')*
%&'()*	,-	.)//0	1&/2)*3(/)	4,	7,89*)00

Most	cells	vulnerable	to	RowPress	
are	NOT	vulnerable	to	RowHammer



Difference	Between RowPress and RowHammer	(III)
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Directionality	of	RowHammer and	RowPress	bitflips

RowPress	and	RowHammer bitflips	have	opposite	directions

The	majority	of	RowHammer bitflips	are	1	to	0
The	majority	of	RowPress bitflips	are	0	to	1



Difference	Between RowPress and RowHammer (IV)
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Effectiveness	of	single-sided	vs.	double-sided	RowPress
• Data	point	below	0	means	fewer	activations	to	cause	bitflips with	
single-sided	RowPress	compared	to	double-sided	RowPress

As	tAggON increases	beyond	a	certain	level,	single-sided	RowPress	
becomes	more	effective compared	to	double-sided

Different	from	RowHammerwhere	double-sided	is	more	effective



Difference	Between RowPress and RowHammer (V)
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Sensitivity	to	temperature
• Data	point	below	1	means	fewer	activations	to	cause	bitflips @ 80°C	
compared	to	50°C

RowPress	gets	worse	as	temperature	increases,
which	is	very	different	from	RowHammer



More RowHammer in 2020-2023



RowHammer in 2020 (I)
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RowHammer in 2020 (II)
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RowHammer in 2020 (III)
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RowHammer in 2021 (I)
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RowHammer in 2021 (II)
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RowHammer in 2021 (III)
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RowHammer in 2022 (I)
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RowHammer in 2022 (II)
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RowHammer in 2022 (III)
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RowHammer in 2022 (IV)
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RowHammer in 2022 (V)
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RowHammer in 2022 (VI)
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RowHammer in 2022 (VII)
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RowHammer in 2022 (VII)
n A. Giray Yaglıkcı, Ataberk Olgun, Minesh Patel, Haocong Luo, Hasan Hassan, Lois 

Orosa, Oguz Ergin, and Onur Mutlu,
"HiRA: Hidden Row Activation for Reducing Refresh Latency of Off-the-
Shelf DRAM Chips"
Proceedings of the 55th International Symposium on Microarchitecture (MICRO), 
Chicago, IL, USA, October 2022.
[Slides (pptx) (pdf)]
[Longer Lecture Slides (pptx) (pdf)]
[Lecture Video (36 minutes)]
[arXiv version]
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https://arxiv.org/pdf/2209.10198.pdf 

https://arxiv.org/pdf/2209.10198.pdf
https://arxiv.org/pdf/2209.10198.pdf
http://www.microarch.org/micro55/
https://people.inf.ethz.ch/omutlu/pub/hira_micro22-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/hira_micro22-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/hira_lecture-slides.pptx
https://people.inf.ethz.ch/omutlu/pub/hira_lecture-slides.pdf
https://www.youtube.com/watch?v=HTo3bVFSTjw
https://arxiv.org/abs/2209.10198
https://arxiv.org/pdf/2209.10198.pdf


RowHammer in 2022 (VIII)

https://arxiv.org/pdf/2204.10378.pdf 
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RowHammer in 2022 (IX)

https://arxiv.org/pdf/2207.13358.pdf 
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https://arxiv.org/pdf/2207.13358.pdf


RowHammer in 2023 (I) 

259



RowHammer in 2023 (II)
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RowHammer in 2023 (III): SK Hynix
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Industry’s RowHammer Solutions (I)
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Industry’s RowHammer Solutions (II)
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RowHammer in 2023 (IV): Samsung

264

https://arxiv.org/pdf/2302.03591v1.pdf 

https://arxiv.org/pdf/2302.03591v1.pdf


RowHammer in 2023 (V)



RowHammer & RowPress 
on HBM Chips



An	Experimental	Analysis	of
	RowHammer	in	HBM2	DRAM	Chips

Ataberk	Olgun			Majd	Osseiran
A.	Giray	Yağlıkçı Yahya	Can	Tuğrul Steve	RhynerHaocong	Luo

Juan	Gomez	Luna Onur	MutluBehzad	Salami
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The	RowHammer	Vulnerability	(I)

CPU DRAM	Module

DRAM	Chip
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The	RowHammer	Vulnerability	(II)

Row	0

Row	1

Row	2

Row	3

Row	4

Repeatedly	opening	(activating)	and	closing	(precharging)	
a	DRAM	row	causes	RowHammer	bit	flips	in	nearby	rows

Row	2open
Row	1

Row	3

Row	2closed Row	2open
Row	1

Row	3

Row	0

Row	4

Victim	Row

Victim	Row

Victim	Row

Victim	Row

Aggressor	RowRow	2open Row	2closed

DRAM	Chip
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CPU

loop:
  mov (X), %eax
  mov (Y), %ebx
  clflush (X)  
  clflush (Y)
  mfence
  jmp loop

Y

X

https://github.com/CMU-SAFARI/rowhammer	

DRAM Module

A	Simple	Program	Can	Induce	Bitflips

https://github.com/CMU-SAFARI/rowhammer
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Exploiting the DRAM rowhammer bug to 
gain kernel privileges (Seaborn, 2015)

Flipping Bits in Memory Without Accessing Them: 
An Experimental Study of DRAM Disturbance Errors 
(Kim et al., ISCA 2014)

One	Can	Take	Over	a	System

http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf
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Most	DRAM	Modules	Are	Vulnerable	(2020)

storage density and reduce technology node size for future
chip designs. To achieve this goal, we perform a rigorous
experimental characterization study of DRAM chips from
three di�erent DRAM types (i.e., DDR3, DDR4, and LPDDR4),
three major DRAM manufacturers, and at least two di�erent
process technology nodes from each DRAM type. We show
how di�erent chips from di�erent DRAM types and technol-
ogy nodes (abbreviated as “type-node” con�gurations) have
varying levels of vulnerability to RowHammer. We compare
the chips’ vulnerabilities against each other and project how
they will likely scale when reducing the technology node
size even further (Section 5). Finally, we study how e�ec-
tive existing RowHammer mitigation mechanisms will be,
based on our observed and projected experimental data on
the RowHammer vulnerability (Section 6).
4. Experimental Methodology
We describe our methodology for characterizing DRAM

chips for RowHammer.
4.1. Testing Infrastructure

In order to characterize the e�ects of RowHammer across
a broad range of modern DRAM chips, we experimentally
study DDR3, DDR4, and LPDDR4 DRAM chips across a
wide range of testing conditions. To achieve this, we use
two di�erent testing infrastructures: (1) the SoftMC frame-
work [39, 104] capable of testing DDR3 and DDR4 DRAM
modules in a temperature-controlled chamber and (2) an in-
house temperature-controlled testing chamber capable of
testing LPDDR4 DRAM chips.
SoftMC. Figure 3 shows our SoftMC setup for testing

DDR4 chips. In this setup, we use an FPGA board with a
Xilinx Virtex UltraScale 95 FPGA [130], two DDR4 SODIMM
slots, and a PCIe interface. To open up space around the
DDR4 chips for temperature control, we use a vertical DDR4
SODIMM riser board to plug a DDR4 module into the FPGA
board. We heat the DDR4 chips to a target temperature using
silicone rubber heaters pressed to both sides of the DDR4
module. We control the temperature using a thermocouple,
which we place between the rubber heaters and the DDR4
chips, and a temperature controller. To enable fast data trans-
fer between the FPGA and a host machine, we connect the
FPGA to the host machine using PCIe via a 30 cm PCIe ex-
tender. We use the host machine to program the SoftMC
hardware and collect the test results. Our SoftMC setup for
testing DDR3 chips is similar but uses a Xilinx ML605 FPGA
board [129]. Both infrastructures provide �ne-grained con-
trol over the types and timings of DRAM commands sent to
the chips under test and provide precise temperature control
at typical operating conditions.

Figure 3: Our SoftMC infrastructure [39, 104] for testing
DDR4 DRAM chips.

LPDDR4 Infrastructure. Our LPDDR4 DRAM testing
infrastructure uses industry-developed in-house testing hard-
ware for package-on-package LPDDR4 chips. The LPDDR4
testing infrastructure is further equipped with cooling and

heating capabilities that also provide us with precise temper-
ature control at typical operating conditions.
4.2. Characterized DRAM Chips
Table 1 summarizes the DRAM chips that we test using

both infrastructures. We have chips from all of the three
major DRAMmanufacturers spanning DDR3, DDR4, and two
known technology nodes of LPDDR4. We refer to the DRAM
type (e.g., LPDDR4) and technology node of a DRAM chip
as a DRAM type-node con�guration (e.g., LPDDR4-1x). For
DRAM chips whose technology node we do not exactly know,
we identify their node as old or new.

Table 1: Summary of DRAM chips tested.

DRAM Number of Chips (Modules) Tested
type-node Mfr. A Mfr. B Mfr. C Total
DDR3-old 56 (10) 88 (11) 28 (7) 172 (28)
DDR3-new 80 (10) 52 (9) 104 (13) 236 (32)
DDR4-old 112 (16) 24 (3) 128 (18) 264 (37)
DDR4-new 264 (43) 16 (2) 108 (28) 388 (73)
LPDDR4-1x 12 (3) 180 (45) N/A 192 (48)
LPDDR4-1y 184 (46) N/A 144 (36) 328 (82)

DDR3 and DDR4. Among our tested DDR3 modules, we
identify two distinct batches of chips based on their manu-
facturer date, datasheet publication date, their purchase date,
and their RowHammer characteristics. We categorize DDR3
devices with a manufacturing date earlier than 2014 as DDR3-
old chips, and devices with a manufacturing date including
and after 2014 as DDR3-new chips. Using the same set of
properties, we identify two distinct batches of devices among
the DDR4 devices. We categorize DDR4 devices with a man-
ufacturing date before 2018 or a datasheet publication date
of 2015 as DDR4-old chips and devices with a manufacturing
date including and after 2018 or a datasheet publication date
of 2016 or 2017 as DDR4-new chips. Based on our observa-
tions on RowHammer characteristics from these chips, we
expect that DDR3-old/DDR4-old chips are manufactured at
an older date with an older process technology compared to
DDR3-new/DDR4-new chips, respectively. This enables us
to directly study the e�ects of shrinking process technology
node sizes in DDR3 and DDR4 DRAM chips.
LPDDR4. For our LPDDR4 chips, we have two known

distinct generations manufactured with di�erent technology
node sizes, 1x-nm and 1y-nm, where 1y-nm is smaller than
1x-nm. Unfortunately, we are missing data from some genera-
tions of DRAM from speci�c manufacturers (i.e., LPDDR4-1x
from manufacturer C and LPDDR4-1y from manufacturer B)
since we did not have access to chips of these manufacturer-
technology node combinations due to con�dentiality issues.
Note that while we know the external technology node val-
ues for the chips we characterize (e.g., 1x-nm, 1y-nm), these
values are not standardized across di�erent DRAM manufac-
turers and the actual values are con�dential. This means that
a 1x chip from one manufacturer is not necessarily manufac-
tured with the same process technology node as a 1x chip
from another manufacturer. However, since we do know rela-
tive process node sizes of chips from the same manufacturer,
we can directly observe how technology node size a�ects
RowHammer on LPDDR4 DRAM chips.
4.3. E�ectively Characterizing RowHammer

In order to characterize RowHammer e�ects on our DRAM
chips at the circuit-level, we want to test our chips at the
worst-case RowHammer conditions. We identify two condi-
tions that our tests must satisfy to e�ectively characterize
RowHammer at the circuit level: our testing routines must
both: 1) run without interference (e.g., without DRAM refresh
or RowHammer mitigation mechanisms) and 2) systemati-
cally test each DRAM row’s vulnerability to RowHammer

4

All	tested	DRAM	types	are	susceptible	to	RowHammer	bitflips

What	about	High	Bandwidth	Memory	(HBM)?

Kim	et	al.,	”Revisiting	RowHammer:	An	Experimental	Analysis	of	
Modern	DRAM	Devices	and	Mitigation	Techniques,"	in	ISCA,	2020.

https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-FINAL-DO-NOT_DISTRIBUTE.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-FINAL-DO-NOT_DISTRIBUTE.pdf


273

Executive	Summary
Motivation:	HBM	chips	have	new	architectural	characteristics	(e.g.,	3D-stacked	dies)
that	might	affect	the	RowHammer	vulnerability	in	various	ways

Understanding	RowHammer	enables	designing	effective	and	efficient	solutions

Problem:	No	prior	study	demonstrates	the	RowHammer	vulnerability	in	HBM

Goal:	Experimentally	analyze	how	vulnerable	HBM	DRAM	chips	are	to	RowHammer

Experimental	Study:	Detailed	experimental	characterization	of	RowHammer
in	a	modern	HBM2	DRAM	chip.	Our	study	provides	two	main	findings:

1.	Spatial	variation	of	RowHammer	vulnerability
• Different	channels	in	a	3D-stacked	HBM	chip	exhibit	different	RowHammer	vulnerability
• DRAM	rows	near	the	end	of	a	DRAM	bank	are	more	RowHammer	resilient

2.	On-DRAM-die	RowHammer	mitigations
• A	modern	HBM	chip	implements	undisclosed	on-DRAM-die	RowHammer	mitigation	
• The	mitigation	refreshes	a	victim	row	after	every	17	periodic	refresh	operations	
(e.g.,	similar	to	DDR4	chips)
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Outline
1.	HBM	DRAM	Organization	&	Operation

2.	DRAM	Cell	Leakage	&	RowHammer

4. RowHammer	Spatial	Variation	Analysis

5.	On-die	RowHammer	Mitigation	Analysis

3. HBM	DRAM	Testing	Methodology

6.	Conclusion
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Outline
1.	HBM	DRAM	Organization	&	Operation

2.	DRAM	Cell	Leakage	&	RowHammer

4. RowHammer	Spatial	Variation	Analysis

5.	On-die	RowHammer	Mitigation	Analysis

3. HBM	DRAM	Testing	Methodology

6.	Conclusion
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System	with	High	Bandwidth	Memory

Compute	Chip	(e.g.,	FPGA)

Memory	Chip
(e.g.,	HBM	DRAM)

Inside	one	package

https://www.hpcwire.com/off-the-wire/xilinx-adds-high-bandwidth-memory-capabilities-to-its-virtex-ultrascale-portfolio/

https://www.hpcwire.com/off-the-wire/xilinx-adds-high-bandwidth-memory-capabilities-to-its-virtex-ultrascale-portfolio/
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HBM	DRAM	Organization	(I)

Memory	Controller

FPGA

Silicon	Interposer

HBM	DRAM	Chip

HBM	Interface

Buffer	Die	(Logic	Die)
Through-Silicon	Vias	(TSVs)

Channel ChannelTS
Vs

DRAM	Dies
Channel ChannelTS

Vs

Channel ChannelTS
Vs
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Memory	Controller

FPGA

Silicon	Interposer

HBM2	DRAM	Chip

HBM2	Interface

Buffer	Die	(Logic	Die)
Through-Silicon	Vias	(TSVs)

Channel ChannelTS
Vs

DRAM	Dies
Channel ChannelTS

Vs

Channel ChannelTS
Vs

HBM	DRAM	Organization	(I)
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HBM	DRAM	Organization	(II)

DRAM	Channel

Pseudo-Channel

TSVs

DRAM	Bank

Subarray

. . .

DRAM	Subarray

Row	of	DRAM	cells

Row	1
Row	2
Row	3
Row	4

Bank
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Outline
1.	HBM	DRAM	Organization	&	Operation

2.	DRAM	Cell	Leakage	&	RowHammer

4. RowHammer	Spatial	Variation	Analysis

5.	On-die	RowHammer	Mitigation	Analysis

3. HBM	DRAM	Testing	Methodology

6.	Conclusion
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DRAM	Cell	Leakage
Each	cell	encodes	information	in	leaky	capacitors

wordline

capacitor

access
transistor

bitline

Stored	data	is	corrupted	if	too	much	charge	leaks	
(i.e.,	the	capacitor	voltage	degrades	too	much)

charge
leakage
paths

[Patel+, ISCA’17]
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DRAM	Refresh

Periodic	refresh	operations	preserve	stored	data

Ca
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r	v
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) 100%

0%

Vmin

Refresh	Window

Refresh	Operations

time
REF REFREF
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RowHammer	Bitflips
Ca
pa
ci
to
r	v
ol
ta
ge
	(V
dd
) 100%

0%

Vmin

time
REF REFREF

RowHammer	Attack:
Accesses	to	nearby	row

RowHammer	
Bitflip
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Problem	&	Goal

No	prior	study	demonstrates	
the	RowHammer	vulnerability	in	high	bandwidth	memory

Experimentally	analyze	how	vulnerable	
real	high	bandwidth	memory	chips	are	to	RowHammer

Our	Goal

Problem
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DRAM	Testing	Infrastructure
DRAM	Bender	DDR3/4	Testing	Infrastructure

Olgun	et	al.,	"DRAM	Bender:	An	Extensible	and	Versatile	FPGA-based	Infrastructure	
to	Easily	Test	State-of-the-art	DRAM	Chips,"	in	TCAD,	2023.

Adapt	to	work
with	HBM2	chips

https://github.com/CMU-SAFARI/DRAM-Bender

https://arxiv.org/pdf/2211.05838
https://arxiv.org/pdf/2211.05838
https://github.com/CMU-SAFARI/DRAM-Bender
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DRAM	Testing	Infrastructure
FPGA-based	HBM2	Testing	Setup	(Bittware	XUPVVH)	

Fine-grained	control	over	DRAM	commands,	
timing	parameters	(±1.66ns)
Olgun	et	al.,	"DRAM	Bender:	An	Extensible	and	Versatile	FPGA-based	Infrastructure	

to	Easily	Test	State-of-the-art	DRAM	Chips,"	in	TCAD,	2023.

https://arxiv.org/pdf/2211.05838
https://arxiv.org/pdf/2211.05838
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RowHammer	Testing	Methodology	(I)
To	characterize	our	DRAM	chips	at	worst-case	conditions:

1. Prevent	sources	of	interference	during	core	test	loop	
- No	DRAM	refresh:	to	avoid	refreshing	victim	row
- No	RowHammer	mitigation	mechanisms:	to	observe	circuit-level	effects	
- Test	for	less	than	a	refresh	window	(32ms)	to	avoid	retention	failures
- Repeat	tests	for	five	times

2. Worst-case	RowHammer	access	sequence
- We	use	worst-case	RowHammer	access	sequence	
based	on	prior	works’	observations

- Double-sided	RowHammer:	repeatedly	access	
the	two	physically-adjacent	rows	as	fast	as	possible Record	bitflips	

in	victim

Victim	Row

Aggressor	Row	1

Aggressor	Row	2
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RowHammer	Testing	Methodology	(II)

• Tested	HBM2	chip’s	organization:
- 8	channels
- 2	pseudo-channels
- 16	banks
- 16384	rows	(1	KiB	each)

• Test	all channels,	pseudo-channels,	banks

• Test	first,	middle,	and	last	3K	rows	in	a	bank
- 9K	out	of	16K	(more	than	half)

• Keep	HBM2	chip	temperature	at	85°C

Xilinx	FPGA
with	HBM2	DRAM	chips
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Metrics

1. Bit	error	rate	(BER):
The	fraction	of	DRAM	cells	in	a	row	
that	experience	a	bitflip	after	512K	activations

2. Hammer	Count	for	the	First	Bitflip (HCfirst):
Aggressor	row	activation	count	
to	cause	the	first	bitflip	in	the	victim	row

Higher	is	worse

Lower	is	worse
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Tested	Data	Patterns

00000000000000000000000
11111111111111111111111

11111111111111111111111
00000000000000000000000

00000000000000000000000

00000000000000000000000

00000000000000000000000

…… …

…… …
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Tested	Data	Patterns

10101010101010101010101
01010101010101010101010

01010101010101010101010
10101010101010101010101

10101010101010101010101

10101010101010101010101

10101010101010101010101

…… …

…… …
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Tested	Data	Patterns

10101010101010101010101
01010101010101010101010

01010101010101010101010
10101010101010101010101

10101010101010101010101

10101010101010101010101

10101010101010101010101

…… …

…… …

Worst-case	data	pattern	(WCDP)	of	a	row:	Causes	smallest	HCfirst for	a	row
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Two	Main	Analyses
1.	Spatial	variation	of	RowHammer	vulnerability
How	does	the	RowHammer	vulnerability	change	across	
channels,	pseudo-channels,	banks,	rows	in	HBM?

2.	On-DRAM-die	RowHammer	mitigations
Do	real	HBM	chips	implement	
undisclosed	RowHammer	mitigations	
resembling	those	that	exist	in	DDR4?

DRAM	Channel

Pseudo-Channel

TSVs

DRAM	Bank

Subarray

. . .

DRAM	Subarray

Row	of	DRAM	cells

Row	1
Row	2
Row	3
Row	4

Bank
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Different	3D-stacked	HBM2	channels	exhibit	different	RowHammer	vulnerability

Takeaway	1

Key	Takeaways	from	Spatial	Variation	Analysis

DRAM	rows	near	the	end	of	a	DRAM	bank	
experience	smaller	bit	error	rate	(BER)	than	others

Takeaway	2

Activation	count	needed	to	induce	the	first	RowHammer	bitflip	(HCfirst)	
changes	with	the	data	pattern	and	the	physical	location	of	the	DRAM	row

Takeaway	3
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Spatial	Distribution	of	BER	(I)

There	are	bitflips	in	every	tested	DRAM	row
across	all	tested	HBM2	channels

BER	varies	across	channels:
groups	of	two	channels	have	different	BERs
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Spatial	Distribution	of	BER	(I)

The	data	pattern	affects	the	BER	distribution

Up	to	~262	bitflips	in	a	row	of	8K	bits
with	512K	aggressor	row	activations

~262	bitflips	(out	of	8192	in	a	row)	
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Spatial	Distribution	of	BER	(II)

BER	periodically	increases	and	decreases	across	rows:
BER	is	higher	in	the	middle	of	a	subarray

BER	is	substantially	smaller	in	the	last	subarray	(i.e.,	last	832	rows)

SA	start SA	end

Last	subarray	(SA)
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Spatial	Distribution	of	BER	(II)

BER	periodically	increases	and	decreases	across	rows:
BER	is	higher	in	the	middle	of	a	subarray

BER	is	substantially	smaller	in	the	last	subarray	(i.e.,	last	832	rows)
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Spatial	Distribution	of	HCfirst

HCfirst	is	as	low	as	14531	across	all	tested	rows/channels:
Only	~1.3	ms	to	induce	a	RowHammer	bitflip

HCfirst	distribution	heavily	depends	on	the	data	pattern
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Variation	in	Bit	Error	Rate

Banks	in	the	same	channel	have	similar	variation	in	BER

Small	distance	on	x	and	y	axes

Large	distance	on	x	and	y	axes

Two	different	banks	in	the	same	channel
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Hypotheses	from	Characterization

1. Similar	BER	&	HCfirst
within	groups	of	two	channels
suggests	these	channels	
share	DRAM	dies

2. RowHammer	BER
changes with	the	row’s	proximity
to	sense	amplifiers	and	bank	I/O
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Implications	on	Attacks	and	Mitigations

Two	implications	for	RowHammer	attacks	and	mitigations

Key	Observation:	RowHammer	BER	and	HCfirst	vary	across	channels

A	RowHammer	attack	can	use	the	most-RH-vulnerable	
HBM2	channel	to	prepare	for	and	perform	the	attack	faster

A	RowHammer	mitigation	can	
allocate	fewer	resources	for	RowHammer-resilient	channels	and

more	efficiently	prevent	RowHammer	bitflips
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Key	Takeaways from	on-die	Mitigation	Analysis

A	modern	HBM2	chip	implements	an	undisclosed	
on-DRAM-die	RowHammer	mitigation

Takeaway	1

This	mitigation	resembles	the	one	in	DDR4	chips	from	one	major	manufacturer
as	shown	in	prior	work

Takeaway	2

Hassan	et	al.,	"Uncovering	In-DRAM	RowHammer	Protection	Mechanisms:	
A	New	Methodology,	Custom	RowHammer	Patterns,	and	Implications,”	in	MICRO,	2021.

https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
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On-Die	RowHammer	Mitigation	Analysis	(I)

HBM2	standard	defines	a	“Target	Row	Refresh	(TRR)-mode”
• Memory	controller	and	DRAM	cooperate to	prevent	RH	bitflips

Real	DDR4	chips	implement	on-die	mitigation	mechanisms
• Memory-controller-transparent,	hidden behind	periodic	REF

Does	a	similar	hidden mitigation	mechanism	exist	in	HBM2?



308

On-Die	RowHammer	Mitigation	Analysis	(II)

Key	idea:	Use	data	retention	failures	as	a	side	channel	
to	detect	when	a	row	is	refreshed	by	on-die	mitigation

[Hassan+, MICRO’21, source code available at https://github.com/CMU-SAFARI/U-TRR]

Hassan	et	al.,	"Uncovering	In-DRAM	RowHammer	Protection	Mechanisms:	
A	New	Methodology,	Custom	RowHammer	Patterns,	and	Implications,”	in	MICRO,	2021.

https://github.com/CMU-SAFARI/U-TRR
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/U-TRR-uncovering-RowHammer-protection-mechanisms_micro21.pdf
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Experimental	Methodology

[Hassan+,	MICRO’21]

Victim	Row	R

1.	Identify	a	row	(R)	with	T	retention	time

2.	Wait	for	T/2

Aggressor	Row	R	+	1

3.	Hammer	R+1	once

4.	Issue	a	periodic	REF	command	(trigger	mitigation)

5.	Wait	for	T/2,	read	out	row	R	and	check	for	bitflips On-DRAM-die
Mitigation

Sample	as	aggressor	row

Timeline

Refresh	R

time	=	0 time	=	T/2 time	=	T

Read	R

Refresh	vic
tim	row

Mitigation	refreshes	R
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Experimental	Methodology

[Hassan+,	MICRO’21]

Victim	Row	R

1.	Identify	a	row	(R)	with	T	retention	time

2.	Wait	for	T/2

Aggressor	Row	R	+	1

3.	Hammer	R+1	once

4.	Issue	a	periodic	REF	command	(trigger	mitigation)

5.	Wait	for	T/2,	read	out	row	R	and	check	for	bitflips On-DRAM-die
Mitigation

Sample	as	aggressor	row

Refresh	vic
tim	row

Timeline

Refresh	R

time	=	0 time	=	T/2 time	=	T

Row	R	experiences	no	bitflips
only	if	on-DRAM-die	mitigation	exists

Mitigation	refreshes	R Read	R
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Experimental	Methodology

[Hassan+,	MICRO’21]

Victim	Row	R

1.	Identify	a	row	(R)	with	T	retention	time

2.	Wait	for	T/2

Aggressor	Row	R	+	1

3.	Hammer	R+1	once

4.	Issue	a	periodic	REF	command	(trigger	mitigation)

5.	Wait	for	T/2,	read	out	row	R	and	check	for	bitflips On-DRAM-die
Mitigation

Sample	as	aggressor	row

Refresh	vic
tim	row

Timeline

Refresh	R

time	=	0 time	=	T

Row	R	experiences	no	bitflips
only	if	on-DRAM-die	mitigation	exists

Read	R

Row	R	experiences	retention	bitflips
if	not	refreshed	at	T/2

retention	bitflips

time	=	T/2

Row	R	not refreshed
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HBM2	DRAM	Chips	Implement	Undisclosed	TRR

The	HBM2	chip	implements	an	undisclosed	
on-die	RowHammer	mitigation	mechanism

This	mechanism	performs	a	victim	row	refresh	operation
every	17	periodic	refresh	(REF)	operations

This	mitigation	resembles	the	one	in	DDR4	chips	
from	one	major	manufacturer
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6.	Conclusion
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Conclusion
We	provide	the	first	detailed	experimental	characterization	
of	RowHammer	in	a	modern	HBM2	DRAM	chip

Different	channels	in	3D-stacked	HBM	chips	exhibit	different	RowHammer	vulnerability

DRAM	rows	near	the	end	of	a	DRAM	bank	are	more	RowHammer	resilient

Two	implications	for	RowHammer	attacks	and	mitigations:
1. Faster	and	more	effective	attacks
2. More	efficient	mitigations

A	modern	HBM	chip	implements	undisclosed	on-DRAM-die	RowHammer	mitigation	
(e.g.,	similar	to	DDR4	chips)

Future	Directions:	To	present	more	insights	into	how	RowHammer	behaves	in	HBM
1. Test	more	HBM	DRAM	chips,	data	patterns,	at	different	temperature	and	voltage	levels
2. Investigate	read-disturb-based	interference	across	different	3D-stacked	HBM	DRAM	channels
3. Study	the	effects	of	the	new	read-disturb	phenomenon,	RowPress	[Luo+,	ISCA’23]

Luo	et	al.,	”RowPress:	Amplifying	Read	Disturbance	in	Modern	DRAM	Chips,"	in	ISCA,	2023.

https://people.inf.ethz.ch/omutlu/pub/RowPress_isca23.pdf
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Available	on	ArXiv
https://arxiv.org/abs/2305.17918

https://arxiv.org/abs/2305.17918


Ataberk	Olgun			Majd	Osseiran
A.	Giray	Yağlıkçı Yahya	Can	Tuğrul Steve	RhynerHaocong	Luo

Juan	Gomez	Luna Onur	MutluBehzad	Salami

Link/QR	code	to	full	paper
https://arxiv.org/pdf/2305.17918

An	Experimental	Analysis	of
	RowHammer	in	HBM2	DRAM	Chips

https://arxiv.org/pdf/2305.17918
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Extended	version	submitted	to	HPCA

• Tests	5	more	HBM2	chips	
• Tests	more	DRAM	components	(e.g.,	banks	and	rows)	per	chip
• Analyzes	hammer	counts	to	induce	more	than	one	bitflip	(HCsecond,	third,…	,	tenth)
• Analyzes	the	RowPress	vulnerability	of	HBM2	chips
• Further	reverse	engineers	the	on-DRAM-die	RH	defense	mechanism
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Methodology
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RowHammer	BER	Across	Chips
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RowHammer	HCfirst Across	Chips
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RowHammer	BER	Across	Channels
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RowHammer	HCfirst Across	Channels
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RowHammer	BER	Across	Rows
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RowHammer’s	Sensitivity	to	Hammer	Count	(I)
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RowHammer’s	Sensitivity	to	Hammer	Count	(II)
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RowPress	BER	Across	Channels
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RowPress	HCfirst Across	Channels
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Attack	Patterns	to	Bypass	Undisclosed	TRR



Data Retention



Data Retention in Memory [Liu et al., ISCA 2013]

n Retention Time Profile of DRAM looks like this:

330

Location dependent
Stored value pattern dependent

Time dependent

Liu+, “RAIDR: Retention-Aware Intelligent DRAM Refresh,” ISCA 2012.



RAIDR: Heterogeneous Refresh [ISCA’12]
n Jamie Liu, Ben Jaiyen, Richard Veras, and Onur Mutlu,

"RAIDR: Retention-Aware Intelligent DRAM Refresh"
Proceedings of the 39th International Symposium on 
Computer Architecture (ISCA), Portland, OR, June 2012. 
Slides (pdf)

http://users.ece.cmu.edu/~omutlu/pub/raidr-dram-refresh_isca12.pdf
http://isca2012.ittc.ku.edu/
http://isca2012.ittc.ku.edu/
http://users.ece.cmu.edu/~omutlu/pub/liu_isca12_talk.pdf


n Jamie Liu, Ben Jaiyen, Yoongu Kim, Chris Wilkerson, and Onur Mutlu,
"An Experimental Study of Data Retention Behavior in Modern DRAM 
Devices: Implications for Retention Time Profiling Mechanisms"
Proceedings of the 40th International Symposium on Computer Architecture 
(ISCA), Tel-Aviv, Israel, June 2013. Slides (ppt) Slides (pdf)
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Analysis of Data Retention Failures [ISCA’13]

http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://users.ece.cmu.edu/~omutlu/pub/dram-retention-time-characterization_isca13.pdf
http://isca2013.eew.technion.ac.il/
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.ppt
http://users.ece.cmu.edu/~omutlu/pub/mutlu_isca13_talk.pdf


n Samira Khan, Donghyuk Lee, Yoongu Kim, Alaa Alameldeen, Chris Wilkerson, 
and Onur Mutlu,
"The Efficacy of Error Mitigation Techniques for DRAM Retention 
Failures: A Comparative Experimental Study" 
Proceedings of the ACM International Conference on Measurement and 
Modeling of Computer Systems (SIGMETRICS), Austin, TX, June 2014. [Slides 
(pptx) (pdf)] [Poster (pptx) (pdf)] [Full data sets] 
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Mitigation of Retention Issues [SIGMETRICS’14]

http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_sigmetrics14.pdf
http://www.sigmetrics.org/sigmetrics2014/
http://www.sigmetrics.org/sigmetrics2014/
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-talk.pdf
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-poster.pptx
http://users.ece.cmu.edu/~omutlu/pub/error-mitigation-for-intermittent-dram-failures_khan_sigmetrics14-poster.pdf
http://www.ece.cmu.edu/~safari/tools/dram-sigmetrics2014-fulldata.html


Mitigation of Retention Issues [DSN’15]
n Moinuddin Qureshi, Dae Hyun Kim, Samira Khan, Prashant Nair, and 

Onur Mutlu,
"AVATAR: A Variable-Retention-Time (VRT) Aware Refresh for 
DRAM Systems" 
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Rio de Janeiro, Brazil, June 
2015. 
[Slides (pptx) (pdf)] 
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http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15.pdf
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15.pdf
http://2015.dsn.org/
http://2015.dsn.org/
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/avatar-dram-refresh_dsn15-talk.pdf


n Samira Khan, Donghyuk Lee, and Onur Mutlu,
"PARBOR: An Efficient System-Level Technique to Detect Data-
Dependent Failures in DRAM"
Proceedings of the 45th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Toulouse, France, June 2016.
[Slides (pptx) (pdf)]

Mitigation of Retention Issues [DSN’16] 

https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_dsn16.pdf
https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_dsn16.pdf
http://2015.dsn.org/
http://2015.dsn.org/
https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_khan_dsn16-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/parbor-efficient-system-level-test-for-DRAM-failures_khan_dsn16-talk.pdf


n Samira Khan, Chris Wilkerson, Zhe Wang, Alaa R. Alameldeen, Donghyuk Lee, 
and Onur Mutlu,
"Detecting and Mitigating Data-Dependent DRAM Failures by Exploiting 
Current Memory Content"
Proceedings of the 50th International Symposium on Microarchitecture (MICRO), 
Boston, MA, USA, October 2017.
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Poster (pptx) (pdf)]

Mitigation of Retention Issues [MICRO’17] 

https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17.pdf
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17.pdf
http://www.microarch.org/micro50/
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-lightning-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-poster.pptx
https://people.inf.ethz.ch/omutlu/pub/MEMCON-system-level-data-dependent-DRAM-failure-detection-mitigation_micro17-poster.pdf


Mitigation of Retention Issues [ISCA’17]
n Minesh Patel, Jeremie S. Kim, and Onur Mutlu,

"The Reach Profiler (REAPER): Enabling the Mitigation of DRAM 
Retention Failures via Profiling at Aggressive Conditions"
Proceedings of the 44th International Symposium on Computer 
Architecture (ISCA), Toronto, Canada, June 2017.
[Slides (pptx) (pdf)]
[Lightning Session Slides (pptx) (pdf)]

n First experimental analysis of (mobile) LPDDR4 chips
n Analyzes the complex tradeoff space of retention time profiling
n Idea: enable fast and robust profiling at higher refresh intervals & temperatures

https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17.pdf
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17.pdf
http://isca17.ece.utoronto.ca/doku.php
http://isca17.ece.utoronto.ca/doku.php
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-profiling-lpddr4_isca17-lightning-talk.pdf


Mitigation of Retention Issues [DSN’19]
n Minesh Patel, Jeremie S. Kim, Hasan Hassan, and Onur Mutlu,

"Understanding and Modeling On-Die Error Correction in 
Modern DRAM: An Experimental Study Using Real Devices"
Proceedings of the 49th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Portland, OR, USA, June 
2019.
[Source Code for EINSim, the Error Inference Simulator]
Best paper award.

https://people.inf.ethz.ch/omutlu/pub/understanding-and-modeling-in-DRAM-ECC_dsn19.pdf
https://people.inf.ethz.ch/omutlu/pub/understanding-and-modeling-in-DRAM-ECC_dsn19.pdf
http://2019.dsn.org/
http://2019.dsn.org/
https://github.com/CMU-SAFARI/EINSim


Mitigation of Retention Issues [MICRO’20]
n Minesh Patel, Jeremie S. Kim, Taha Shahroodi, Hasan Hassan, and Onur Mutlu,

"Bit-Exact ECC Recovery (BEER): Determining DRAM On-Die ECC 
Functions by Exploiting DRAM Data Retention Characteristics"
Proceedings of the 53rd International Symposium on 
Microarchitecture (MICRO), Virtual, October 2020.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (15 minutes)]
[Lightning Talk Video (1.5 minutes)]

     Best paper award. 

https://people.inf.ethz.ch/omutlu/pub/BEER-bit-exact-ECC-recovery_micro20.pdf
https://people.inf.ethz.ch/omutlu/pub/BEER-bit-exact-ECC-recovery_micro20.pdf
http://www.microarch.org/micro53/
http://www.microarch.org/micro53/
https://people.inf.ethz.ch/omutlu/pubBEER-bit-exact-ECC-recovery_micro20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/BEER-bit-exact-ECC-recovery_micro20-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/BEER-bit-exact-ECC-recovery_micro20-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/BEER-bit-exact-ECC-recovery_micro20-lightning-talk.pdf
https://www.youtube.com/watch?v=D97oAbCaJWk
https://www.youtube.com/watch?v=hgSziiRTUY4


Mitigation of Retention Issues [MICRO’21]
n Minesh Patel, Geraldo F. de Oliveira Jr., and Onur Mutlu,

"HARP: Practically and Effectively Identifying Uncorrectable Errors in 
Memory Chips That Use On-Die Error-Correcting Codes"
Proceedings of the 54th International Symposium on Microarchitecture (MICRO), 
Virtual, October 2021.
[Slides (pptx) (pdf)]
[Short Talk Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (20 minutes)]
[Lightning Talk Video (1.5 minutes)]
[HARP Source Code (Officially Artifact Evaluated with All Badges)]

340

https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21.pdf
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21.pdf
http://www.microarch.org/micro54/
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-short-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-short-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/HARP-memory-error-profiling_micro21-lightning-talk.pdf
https://www.youtube.com/watch?v=w9OlOYKncKM&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=8
https://www.youtube.com/watch?v=2OtBNO4YRyY&list=PL5Q2soXY2Zi--0LrXSQ9sST3N0k0bXp51&index=1
https://github.com/CMU-SAFARI/HARP


More on DRAM Refresh & Data Retention

341https://www.youtube.com/watch?v=v702wUnaWGE&list=PL5Q2soXY2Zi9xidyIgBxUz7xRPS-wisBN&index=3 

https://www.youtube.com/watch?v=v702wUnaWGE&list=PL5Q2soXY2Zi9xidyIgBxUz7xRPS-wisBN&index=3


SoftMC: Enabling DRAM Infrastructure

n Hasan Hassan et al., “SoftMC: A 
Flexible and Practical Open-
Source Infrastructure for 
Enabling Experimental DRAM 
Studies,” HPCA 2017.

n Flexible
n Easy to Use (C++ API)
n Open-source 
    github.com/CMU-SAFARI/SoftMC 
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https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf
https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf


Data Retention


