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Motivation:	DRAM	latency	is	a	major	performance	bottleneck
Problem:	Many	important	workloads	exhibit	bank	conflicts in	
DRAM,	which	result	in	even	longer	latencies	
Goal:
1. Rigorously characterize	access	latency on	LPDDR4	DRAM	
2. Exploit	findings	to	robustly	reduce	DRAM	access	latency
Solar-DRAM:
• Categorizes	local	bitlines as	“weak	(slow)”	or	“strong	(fast)”
• Robustly	reduces	DRAM	access	latency	for	reads	and
writes	to	data	contained	in	“strong”	local	bitlines.

Evaluation:
1. Experimentally	characterize	282 real	LPDDR4	DRAM	chips
2. In	simulation,	Solar-DRAM provides	10.87% system	

performance	improvement	over	LPDDR4	DRAM	

Executive	Summary
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• Many	important	workloads	exhibit	many	bank	conflicts
• Bank	conflicts	result	in	an	additional	delay	of	tRCD
• This	negatively	impacts	overall	system	performance

• A	prior	work	(FLY-DRAM)	finds	weak	(slow)	cells and	
uses	variable	tRCD depending	on	cell	strength,	however
• They	do	not show	the	viability	of	static	profile	of	cell	strength
• They	characterize	an	older generation	(DDR3)	of	DRAM

• Our	goal	is	to	
• Rigorously	characterize	state-of-the-art	LPDDR4	DRAM
• Demonstrate viability	of	using	static	profile	of	cell	strength
• Devise a	mechanism	to	exploit	more	activation	failure	(tRCD)	
characteristics and	further	reduce	DRAM	latency

Motivation	and	Goal
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Each	DRAM	cell	is	made	of	1	capacitor	and	1	transistor	

Wordline enables	reading/writing	data	in	the	cell
Bitlinemoves	data	from	cells	to/from	I/O	circuitry	
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A	DRAM	bank	is	organized	hierarchically	with	subarrays

Columns	of	cells	in	subarrays	share	a local	bitline
Rows	of	cells	in	a	subarray	share	a	wordline

DRAM	Background
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DRAM	Operation
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Recap	of	Goals
To	identify	the	opportunity	for	reliably	reducing	
tRCD,	we	want	to:

1. Rigorously	characterize	state-of-the-art	LPDDR4	DRAM

2. Demonstrate the	viability	of	using	static	profile	of	cell	
strength

3. Devise a	mechanism	to	exploit	more	activation	failure	
(tRCD)	characteristics and	further	reduce	DRAM	
latency
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•282	2y-nm	LPDDR4	DRAM	modules
• 2GB device	size
• From	3	major	DRAM	manufacturers

•Thermally	controlled	testing	chamber
• Ambient	temperature	range:	{40°C	– 55°C}	± 0.25°C
• DRAM	temperature	is	held	at	15°C	above	ambient

•Precise	control	over	DRAM	commands	
and	timing	parameters
• Test	reduced	latency	effects	by	reducing	tRCD parameter

•Ramulator DRAM	Simulator	[Kim+,	CAL’15]
• Access	latency	characterization	in	real	workloads

Experimental	Methodology
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1. Spatial	distribution of	activation	failures

2. Spatial	locality	of activation	failures

3. Distribution	of cache	accesses	in	real	workloads

4. Short-term	variation	of	activation	failure	probability	

5. Effects	of reduced tRCD on	write	operations
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Characterization	Results



Activation	failures	are	highly	constrained	
to	local	bitlines (i.e.,	subarrays)

Spatial	Distribution	of	Failures
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How	are	activation	failures	spatially	distributed	in	DRAM?



Activation	failures	are	constrained	to	the	cache	line	
first	accessed	immediately	following	an	activation

Where does a single access induce activation failures? 
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Activation	failures	are	constrained	to	the	cache	line	
first	accessed	immediately	following	an	activation

Where does a single access induce activation failures? 
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Spatial	Locality	of	Failures
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This	shows	that	we	can	rely	on	a	static	profile of	weak	
bitlines to	determine	whether	an	access	will	cause	failures

We	can	profile	regions	of	DRAM	
at	the	granularity	of	cache	lines	within	subarrays	

(i.e.,	subarray	column)



Distribution	of	Cache	Accesses
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Which	cache	line	is	most	likely	to	be	accessed	first	
immediately	following	an	activation?
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In	some	applications,	up	to	22.2% of	first	accesses	
to	a	newly-activated	DRAM	row	
request	cache	line	0	in	the	row

Cache line number in DRAM row
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Which	cache	line	is	most	likely	to	be	accessed	first	
immediately	following	an	activation?



In	some	applications,	up	to	22.2% of	first	accesses	
to	a	newly-activated	DRAM	row	
request cache	line	0	in	the	row
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Which	cache	line	is	most	likely	to	be	accessed	first	
immediately	following	an	activation?

This	shows	that	we	can	rely	on	a	static	profile of	weak	
bitlines to	determine	whether	an	access	will	cause	failures

tRCD generally	affects	cache	line	0	in	the	row	
more	than other cache line	offsets



Short-term	Variation
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Does	a	bitline’s probability	of	failure	(i.e.,	latency	
characteristics)	change	over	time?
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cells_in_SA_bitline: number	of	cells	in	a	local	bitline
num_iters: iterations	we	try	to	induce	failures	in	each	cell
num_iters_failedcelln:	iterations	celln fails	in
We	sample	many	times	over	a	long	period	and	plot	how	it	varies	
across	all	samples	
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We	sample	Fprobmany	times	over	a	long	period	and	plot	how	
Fprob varies	across	all	samples	
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A	weak	bitline is	likely	to	remain	weak and	
a	strong bitline is	likely	to	remain	strong over	time

Fail probability at time 1 (%)
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Does	a	bitline’s probability	of	failure	(i.e.,	latency	
characteristics)	change	over	time?



A	weak	bitline is	likely	to	remain	weak and	
a	strong bitline is	likely	to	remain	strong over	time
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Does	a	bitline’s probability	of	failure	(i.e.,	latency	
characteristics)	change	over	time?

This	shows	that	we	can	rely	on	a	static	profile of	weak	
bitlines to	determine	whether	an	access	will	cause	failures

We	can	statically	profileweak	bitlines
and	determine	if	an	access	in	the	future	will	cause	failures



We	can	reliably	issue	write	operations	
with	significantly	reduced	tRCD (e.g.,	by	77%)

How	are	write	operations	affected	by	reduced	tRCD?
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Solar-DRAM
Identifies	subarray	columns	as	“weak	(slow)”	
or	“strong	(fast)”	and	accesses	cache	lines	in	
strong	subarray	columns	with	reduced	tRCD
Uses	a	static	profile	of	weak	subarray	columns
• Obtained	in	a	one-time	profiling	step

Three	Components

1. Variable-latency	cache	lines	(VLC)
2. Reordered	subarray	columns	(RSC)
3. Reduced	latency	for	writes	(RLW)

28



Solar-DRAM
Identifies	subarray	columns	as	“weak	(slow)”	
or	“strong	(fast)”	and	accesses	cache	lines	in	
strong	subarray	columns	with	reduced	tRCD
Uses	a	static	profile	of	weak	subarray	columns
• Obtained	in	a	one-time	profiling	step

Three	Components

1. Variable-latency	cache	lines	(VLC)
2. Reordered	subarray	columns	(RSC)
3. Reduced	latency	for	writes	(RLW)
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Solar-DRAM:	VLC	(I)
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Solar-DRAM
Identifies	subarray	columns	as	“weak	(slow)”	
or	“strong	(fast)”	and	accesses	cache	lines	in	
strong	subarray	columns	with	reduced	tRCD
Uses	a	static	profile	of	weak	subarray	columns
• Obtained	in	a	one-time	profiling	step

Three	Components

1. Variable-latency	cache	lines	(VLC)
2. Reordered	subarray	columns	(RSC)
3. Reduced	latency	for	writes	(RLW)
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Solar-DRAM:	RSC	(II)
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Solar-DRAM
Identifies	subarray	columns	as	“weak	(slow)”	
or	“strong	(fast)”	and	accesses	cache	lines	in	
strong	subarray	columns	with	reduced	tRCD
Uses	a	static	profile	of	weak	subarray	columns
• Obtained	in	a	one-time	profiling	step

Three	Components

1. Variable-latency	cache	lines	(VLC)
2. Reordered	subarray	columns	(RSC)
3. Reduced	latency	for	writes	(RLW)
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Strong	subarray	
column
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Solar-DRAM:	RLW	(III)
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reduced	tRCD (e.g.,	by	77%)

Cache	lines	do	not	fail	with	reduced	tRCD
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Solar-DRAM:	Putting	it	all	Together

Each	component	increases	the	number	of	accesses	
that	can	be	issued	with	a	reduced	tRCD

They	combine	to	further	increase	the	number	of	
cases	where	tRCD can	be	reduced

Solar-DRAM utilizes	each	component	(VLC,	RSC,	
and	RLW)	in	concert	to	reduce	DRAM	latency	and	
significantly	improve	system	performance
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• Cycle-level	simulator:	Ramulator [Kim+,	CAL’15]
https://github.com/CMU-SAFARI/ramulator

• 4-core system	with	LPDDR4-3200	memory

• Benchmarks:	SPEC2006

• 40			8-core	workloads

• Performance	metric:	Weighted	Speedup	(WS)

37

Evaluation	Methodology

https://github.com/CMU-SAFARI/ramulator


Evaluation:	Homogeneous	workloads
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Evaluation:	Homogeneous	workloads

FLY-DRAM VLC
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4-core Homogeneous Workload Mixes



Evaluation:	Homogeneous	workloads

FLY-DRAM VLC RSC

4-core Homogeneous Workload Mixes
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Evaluation:	Homogeneous	workloads

FLY-DRAM VLC RSC RLW

4-core Homogeneous Workload Mixes
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Evaluation:	Homogeneous	workloads

FLY-DRAM VLC RSC RLW Solar-DRAM

4-core Homogeneous Workload Mixes
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Solar-DRAM	reduces	tRCD for	more	DRAM	accesses	
and	provides	10.87% performance	benefit
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• A detailed analysis on:
- Devices of the three major DRAM manufacturers
- Data Pattern Dependence of activation failures

- Random data pattern finds the highest coverage of weak bitlines
- Temperature effects on activation failure probability

- Fprob generally increases with higher temperatures
- Evaluation with Heterogeneous workloads

- Solar-DRAM provides 8.79%	performance	benefit

• Further discussion on:
- Implementation details
- Finding a comprehensive profile of weak subarray 

columns

Other	Results	in	the	Paper
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Motivation:	DRAM	latency	is	a	major	performance	bottleneck
Problem:	Many	important	workloads	exhibit	bank	conflicts in	
DRAM,	which	result	in	even	longer	latencies	
Goal:
1. Rigorously characterize	access	latency on	LPDDR4	DRAM	
2. Exploit	findings	to	robustly	reduce	DRAM	access	latency
Solar-DRAM:
• Categorizes	local	bitlines as	“weak	(slow)”	or	“strong	(fast)”
• Robustly	reduces	DRAM	access	latency	for	reads	and
writes	to	data	contained	in	“strong”	local	bitlines.

Evaluation:
1. Experimentally	characterize	282 real	LPDDR4	DRAM	chips
2. In	simulation,	Solar-DRAM provides	10.87% system	

performance	improvement	over	LPDDR4	DRAM	

Executive	Summary

45



Solar-DRAM:
Reducing	DRAM	Access	Latency	

by	Exploiting	the	Variation	in	Local	Bitlines

Jeremie	S.	Kim Minesh Patel		
Hasan	Hassan			Onur Mutlu



4-core Heterogeneous Workload Mixes
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Evaluation:	Heterogeneous	workloads

FLY-DRAM VLC RSC RLW Solar-DRAM

Solar-DRAM	reduces	tRCD for	more	DRAM	accesses	
and	provides	8.79% performance	benefit
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We	study	the	effects	of	changing	temperature	on	Fprob. The x-axis
shows the Fprob at a given temperature T,	and	the	y-axis	plots	the	
distribution	(box and whiskers plot) of	Fprob at	a	higher	
temperature	for	the	same	bitline

Since	a	majority	of	the	data	points	are	above	the	x=y	line,	Fprob
generally	increases with higher temperatures
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We	study	how	using	different	data	patterns	affects	the	number	of	
weak	bitlines found over multiple	iterations
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DRAM chips are organized into DRAM ranks and modules.	

The	CPU	interfaces	with	DRAM	at	the	granularity	of	a	module	
with	a	memory	controller	that	has	a	64-bit	channel	connection
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duced tRCD (i.e., 4ns, as measured with our experimental
infrastructure) for all write operations to DRAM.

6.2. Static Pro�le of Weak Subarray Columns
To obtain the static pro�le of weak subarray columns, we

run multiple iterations of Algorithm 1, recording all subarray
columns containing observed activation failures. As we ob-
serve in Section 5, there are various factors that a�ect a local
bitline’s probability of failure (Fprob). We use these factors to
determine a method for identifying a comprehensive pro�le
of weak subarray columns for a given DRAM module. First,
we use our observation on the accumulation rate of �nding
weak local bitlines (Section 5.5) to determine the number of
iterations we expect to test each DRAM module. However,
since there is such high variation across each DRAM module
(as seen in the standard deviations of the distributions in Ob-
servation 11), we can only provide the expected number of
iterations needed to �nd a comprehensive pro�le for DRAM
modules of a manufacturer, and the time to pro�le depends
on the module. We show in Section 5.2 that no single data
pattern alone �nds a high coverage of weak local bitlines.
This indicates that we must test each data pattern (40 data
patterns) for the expected number of iterations needed to �nd
a comprehensive pro�le of a DRAM module for a range of
temperatures (Section 5.3). While this could result in many
iterations of testing (on the order of a few thousands; see
Section 5.5), this is a one-time process on the order of half a
day per bank that results in a reliable pro�le of weak subarray
columns. The required one-time pro�ling can be performed
in two ways: 1) the system running Solar-DRAM can pro�le
a DRAM module when the memory controller detects a new
DRAM module at bootup, or 2) the DRAM manufacturer can
pro�le each DRAMmodule and provide the pro�le within the
Serial Presence Detect (SPD) circuitry (a Read-Only Memory
present in each DIMM) [20].
To minimize the storage overhead of the weak subarray

column pro�le in the memory controller, we encode each
subarray column with a bit indicating whether or not to issue
accesses to it with a reduced tRCD . After pro�ling DRAM,
the memory controller loads the weak subarray column pro-
�le once into a small lookup table in the DRAM channel’s
memory controller.3 For any DRAM request, thememory con-
troller references the lookup table with the subarray column
that is being accessed. The memory controller determines
the tRCD timing parameter according to the value of the bit
found in the lookup table.

7. Solar-DRAM Evaluation
We �rst discuss our evaluation methodology and evalu-

ated system con�gurations. We then present our multi-core
simulation results for our chosen system con�gurations.

3To store the lookup table for a DRAM channel, we require
num_banks ◊ num_subarrays_per_bank ◊ row_size

cacheline_size bits, where
num_subarrays_per_bank is the number of subarrays in a bank, row_size is
the size of a DRAM row in bits, and cacheline_size is the size of a cache line in
bits. For a 4GB DRAM module with 8 banks, 64 subarrays per bank, 32-byte
cache lines, and 2KB per row, the lookup table requires 4KB of storage.

7.1. Evaluation Methodology
System Con�gurations. We evaluate the performance of
Solar-DRAM on a 4-core system using Ramulator [1, 32], an
open-source cycle-accurate DRAM simulator, in CPU-trace-
driven mode. We analyze various real workloads with traces
from the SPEC CPU2006 benchmark [2] that we collect using
Pintool [43]. Table 1 shows the con�guration of our evalu-
ated system. We use the standard LPDDR4-3200 [18] timing
parameters as our baseline. To give a conservative estimate of
Solar-DRAM’s performance improvement, we simulate with
a 64B cache line and a subarray size of 1024 rows.4

Processor 4 cores, 4 GHz, 4-wide issue, 8 MSHRs/core, OoO 128-entry window

LLC 8 MiB shared, 64B cache line, 8-way associative

Memory
Controller 64-entry R/W queue, FR-FCFS [55, 74]

DRAM
LPDDR4-3200 [18], 2 channels, 1 rank/channel, 8 banks/rank,
64K rows/bank, 1024 rows/subarray, 8 KiB row-bu�er, Baseline:
tRCD/tRAS/tWR = 29/67/29 cycles (18.125/41.875/18.125 ns)

Solar-
DRAM

reduced tRCD for requests to strong cache lines: 18 cycles (11.25ns)
reduced tRCD for write requests: 7 cycles (4.375ns)

Table 1: Evaluated system con�guration.

Solar-DRAMCon�guration. To evaluate Solar-DRAM and
FLY-DRAM [6] on a variety of di�erent DRAM modules with
unique properties, we simulate varying 1) the number of weak
subarray columns per bank between n = 1 to 512, and 2) the
chosen weak subarray columns in each bank. For a given
n, i.e., weak subarray column count, we generate 10 unique
pro�les with n randomly chosen weak subarray columns per
bank. The pro�le indicates whether a subarray column should
be accessed with the default tRCD (29 cycles; 18.13 ns) or the
reduced tRCD (18 cycles; 11.25 ns). We use these pro�les to
evaluate 1) Solar-DRAM’s three components (described in
Section 6.1) independently, 2) Solar-DRAM with all its three
components, 3) FLY-DRAM [6], and 4) our baseline LPDDR4
DRAM.

Variable latency cache lines (VLC), directly uses a weak sub-
array column pro�le to determine whether an access should
be issued with a reduced or default tRCD value. Reordered sub-
array columns (RSC) takes a pro�le and maps the 0th cache
line to the strongest global column in each bank. For a given
pro�le, this maximizes the probability that any access to the
0th cache line of a row will be issued with a reduced tRCD .
Reduced latency for writes (RLW) reduces tRCD to 7 cycles
(4.38 ns) (Section 5.6) for all write operations to DRAM. Solar-
DRAM (Section 6.1) combines all three components (VLC,
RSC, and RLW ). Since FLY-DRAM [6] issues read requests at
the granularity of the global column depending on whether a
global column contains weak bits, we evaluate FLY-DRAM by
taking a weak subarray column pro�le and extending each
weak subarray column to the global column containing it.
Baseline LPDDR4 uses a �xed tRCD of 29 cycles (18.13 ns) for
all accesses. We present performance improvement of the
di�erent mechanisms over this LPDDR4 baseline.

4Using the typical upper-limit values for these con�guration variables
reduces the total number of subarray columns that comprise DRAM (to
8,192 subarray columns per bank). A smaller number of subarray columns
reduces the granularity at which we can issue DRAM accesses with reduced
tRCD , which reduces Solar-DRAM’s potential for performance bene�t. This is
because a single activation failure requires the memory controller to access
larger regions of DRAM with default tRCD .
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4. Testing Methodology
To analyze DRAM behavior under reduced tRCD values, we

developed an infrastructure to characterize state-of-the-art
LPDDR4 DRAM chips [19] in a thermally-controlled cham-
ber. Our testing environment gives us precise control over
DRAM commands and tRCD , as veri�ed via a logic analyzer
probing the command bus. In addition, we determined the
address mapping for internal DRAM row scrambling so that
we could study the spatial locality of activation failures in the
physical DRAM chip. We test for activation failures across a
DRAM module using Algorithm 1. The key idea is to access
every cache line across DRAM, and open a closed row on
each access. This guarantees that we test every DRAM cell’s
propensity for activation failure.

Algorithm 1: DRAM Activation Failure Testing
1 DRAM_ACT_fail_testing(data_pattern, reduced_tRCD):
2 write data_pattern (e.g., solid 1s) into all DRAM cells
3 foreach col in DRAM module:
4 foreach row in DRAM module:
5 refresh(row) // replenish cell voltage
6 precharge(row) // ensure next access activates row
7 read(col) with reduced_tRCD // induce activation failures on col
8 �nd and record activation failures

We �rst write a known data pattern to DRAM (Line 2)
for consistent testing conditions. The for loops (Lines 3-4)
ensure that we test all DRAM cache lines. For each cache
line, we 1) refresh the row containing it (Line 5) to induce
activation failures in cells with similar levels of charge, 2)
precharge the row (Line 6), and 3) activate the row again
with a reduced tRCD (Line 7) to induce activation failures.
We then �nd and record the activation failures in the row
(Line 8), by comparing the read data to the data pattern the
row was initialized with. We experimentally determine that
Algorithm 1 takes approximately 200ms to test a single bank.

Unless otherwise speci�ed, we perform all tests using 2y-
nm LPDDR4 DRAM chips from three major manufacturers
in a thermally-controlled chamber held at 55¶C. We control
the ambient temperature precisely using heaters and fans.
A microcontroller-based PID loop controls the heaters and
fans to within an accuracy of 0.25¶C and a reliable range of
40¶C to 55¶C. We keep the DRAM temperature at 15¶C above
ambient temperature using a separate local heating source.
This local heating source probes local on-chip temperature
sensors to smooth out temperature variations due to self-
induced heating.

5. Activation Failure Characterization
We present our extensive characterization of activation fail-

ures in modern LPDDR4 DRAM modules from three major
DRAM manufacturers. We make a number of key observa-
tions that 1) support the viability of a mechanism that uses
a static pro�le of weak cells to exploit variation in access
latencies of DRAM cells, and 2) enable us to devise new mech-
anisms that exploit more activation failure characteristics to
further reduce DRAM latency.

5.1. Spatial Distribution of Activation Failures
We �rst analyze the spatial distribution of activation fail-

ures across DRAM modules by visually inspecting bitmaps

of activation failures across many DRAM banks. A repre-
sentative 1024x1024 array of DRAM cells with a signi�cant
number of activation failures is shown in Figure 3. Using
these bitmaps, we make three key observations. Observa-
tion 1: Activation failures are highly constrained to local
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Figure 3: Activation failure bitmap in 1024x1024 cell array.

bitlines. We infer that the granularity at which we see bitline-
wide activation failures is a subarray. This is because the
number of consecutive rows with activation failures on the
same bitline falls within the range of expected modern sub-
array sizes of 512 to 1024 [31, 37]. We hypothesize that this
occurs as a result of process manufacturing variation at the
level of the local sense ampli�ers. Some sense ampli�ers are
manufactured “weaker” and cannot amplify data on the local
bitline as quickly. This results in a higher probability of ac-
tivation failures in DRAM cells attached to the same “weak”
local bitline. While manufacturing process variation dictates
the local bitlines that contain errors, the manufacturer de-
sign decisions for subarray size dictates the number of cells
attached to the same local bitline, and thus, the number of
consecutive rows that contain activation failures in the same
local bitline. Observation 2: Subarrays from Vendor B and
C’s DRAM modules consist of 512 DRAM rows, while subar-
rays from Vendor A’s DRAM modules consist of 1024 DRAM
rows. Observation 3: We �nd that within a set of subarray
rows, very few rows (<0.001%) exhibit a signi�cantly di�erent
set of cells that experience activation failures compared to
the expected set of cells. We hypothesize that the rows with
signi�cantly di�erent failures are rows that are remapped to
redundant rows (see [25, 40]) after the DRAM module was
manufactured (indicated in Figure 3).

We next study the granularity at which activation failures
can be induced when accessing a row. We make two obser-
vations (also seen in prior work [6]). Observation 4: When
accessing a row with low tRCD , the errors in the row are con-
strained to the DRAM cache line granularity (typically 32 or
64 bytes), and only occur in the aligned 32 bytes that is �rst
accessed in a closed row (i.e., up to 32 bytes are a�ected by a
single low tRCD access). Prior work [6] also observes that fail-
ures are constrained to cache lines on a system with 64 byte
cache lines. Observation 5: The �rst cache line accessed in
a closed DRAM row is the only cache line in the row that
we observe to exhibit activation failures. We hypothesize
that DRAM cells that are subsequently accessed in the same
row have enough time to have their charge ampli�ed and
completely restored for correct sensing.
We next study the proportion of weak subarray columns

per bank across many DRAM banks from all 282 of our DRAM
modules. We collect the proportion of weak subarray columns
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duced tRCD (i.e., 4ns, as measured with our experimental
infrastructure) for all write operations to DRAM.

6.2. Static Pro�le of Weak Subarray Columns
To obtain the static pro�le of weak subarray columns, we

run multiple iterations of Algorithm 1, recording all subarray
columns containing observed activation failures. As we ob-
serve in Section 5, there are various factors that a�ect a local
bitline’s probability of failure (Fprob). We use these factors to
determine a method for identifying a comprehensive pro�le
of weak subarray columns for a given DRAM module. First,
we use our observation on the accumulation rate of �nding
weak local bitlines (Section 5.5) to determine the number of
iterations we expect to test each DRAM module. However,
since there is such high variation across each DRAM module
(as seen in the standard deviations of the distributions in Ob-
servation 11), we can only provide the expected number of
iterations needed to �nd a comprehensive pro�le for DRAM
modules of a manufacturer, and the time to pro�le depends
on the module. We show in Section 5.2 that no single data
pattern alone �nds a high coverage of weak local bitlines.
This indicates that we must test each data pattern (40 data
patterns) for the expected number of iterations needed to �nd
a comprehensive pro�le of a DRAM module for a range of
temperatures (Section 5.3). While this could result in many
iterations of testing (on the order of a few thousands; see
Section 5.5), this is a one-time process on the order of half a
day per bank that results in a reliable pro�le of weak subarray
columns. The required one-time pro�ling can be performed
in two ways: 1) the system running Solar-DRAM can pro�le
a DRAM module when the memory controller detects a new
DRAM module at bootup, or 2) the DRAM manufacturer can
pro�le each DRAMmodule and provide the pro�le within the
Serial Presence Detect (SPD) circuitry (a Read-Only Memory
present in each DIMM) [20].
To minimize the storage overhead of the weak subarray

column pro�le in the memory controller, we encode each
subarray column with a bit indicating whether or not to issue
accesses to it with a reduced tRCD . After pro�ling DRAM,
the memory controller loads the weak subarray column pro-
�le once into a small lookup table in the DRAM channel’s
memory controller.3 For any DRAM request, thememory con-
troller references the lookup table with the subarray column
that is being accessed. The memory controller determines
the tRCD timing parameter according to the value of the bit
found in the lookup table.

7. Solar-DRAM Evaluation
We �rst discuss our evaluation methodology and evalu-

ated system con�gurations. We then present our multi-core
simulation results for our chosen system con�gurations.

3To store the lookup table for a DRAM channel, we require
num_banks ◊ num_subarrays_per_bank ◊ row_size

cacheline_size bits, where
num_subarrays_per_bank is the number of subarrays in a bank, row_size is
the size of a DRAM row in bits, and cacheline_size is the size of a cache line in
bits. For a 4GB DRAM module with 8 banks, 64 subarrays per bank, 32-byte
cache lines, and 2KB per row, the lookup table requires 4KB of storage.

7.1. Evaluation Methodology
System Con�gurations. We evaluate the performance of
Solar-DRAM on a 4-core system using Ramulator [1, 32], an
open-source cycle-accurate DRAM simulator, in CPU-trace-
driven mode. We analyze various real workloads with traces
from the SPEC CPU2006 benchmark [2] that we collect using
Pintool [43]. Table 1 shows the con�guration of our evalu-
ated system. We use the standard LPDDR4-3200 [18] timing
parameters as our baseline. To give a conservative estimate of
Solar-DRAM’s performance improvement, we simulate with
a 64B cache line and a subarray size of 1024 rows.4

Processor 4 cores, 4 GHz, 4-wide issue, 8 MSHRs/core, OoO 128-entry window

LLC 8 MiB shared, 64B cache line, 8-way associative

Memory
Controller 64-entry R/W queue, FR-FCFS [55, 74]

DRAM
LPDDR4-3200 [18], 2 channels, 1 rank/channel, 8 banks/rank,
64K rows/bank, 1024 rows/subarray, 8 KiB row-bu�er, Baseline:
tRCD/tRAS/tWR = 29/67/29 cycles (18.125/41.875/18.125 ns)

Solar-
DRAM

reduced tRCD for requests to strong cache lines: 18 cycles (11.25ns)
reduced tRCD for write requests: 7 cycles (4.375ns)

Table 1: Evaluated system con�guration.

Solar-DRAMCon�guration. To evaluate Solar-DRAM and
FLY-DRAM [6] on a variety of di�erent DRAM modules with
unique properties, we simulate varying 1) the number of weak
subarray columns per bank between n = 1 to 512, and 2) the
chosen weak subarray columns in each bank. For a given
n, i.e., weak subarray column count, we generate 10 unique
pro�les with n randomly chosen weak subarray columns per
bank. The pro�le indicates whether a subarray column should
be accessed with the default tRCD (29 cycles; 18.13 ns) or the
reduced tRCD (18 cycles; 11.25 ns). We use these pro�les to
evaluate 1) Solar-DRAM’s three components (described in
Section 6.1) independently, 2) Solar-DRAM with all its three
components, 3) FLY-DRAM [6], and 4) our baseline LPDDR4
DRAM.

Variable latency cache lines (VLC), directly uses a weak sub-
array column pro�le to determine whether an access should
be issued with a reduced or default tRCD value. Reordered sub-
array columns (RSC) takes a pro�le and maps the 0th cache
line to the strongest global column in each bank. For a given
pro�le, this maximizes the probability that any access to the
0th cache line of a row will be issued with a reduced tRCD .
Reduced latency for writes (RLW) reduces tRCD to 7 cycles
(4.38 ns) (Section 5.6) for all write operations to DRAM. Solar-
DRAM (Section 6.1) combines all three components (VLC,
RSC, and RLW ). Since FLY-DRAM [6] issues read requests at
the granularity of the global column depending on whether a
global column contains weak bits, we evaluate FLY-DRAM by
taking a weak subarray column pro�le and extending each
weak subarray column to the global column containing it.
Baseline LPDDR4 uses a �xed tRCD of 29 cycles (18.13 ns) for
all accesses. We present performance improvement of the
di�erent mechanisms over this LPDDR4 baseline.

4Using the typical upper-limit values for these con�guration variables
reduces the total number of subarray columns that comprise DRAM (to
8,192 subarray columns per bank). A smaller number of subarray columns
reduces the granularity at which we can issue DRAM accesses with reduced
tRCD , which reduces Solar-DRAM’s potential for performance bene�t. This is
because a single activation failure requires the memory controller to access
larger regions of DRAM with default tRCD .
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