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Abstract. We address the problem of establishing efficient routes between nodes
in disjoint peer-to-peer overlay networks, motivated by the case of personal
overlays, each consisting of an ensemble of fixed, mobile, and virtual devices
belonging to an individual user. We argue that the problem of route optimization
between such systems is different from both routing between single hosts and
inter-domain internet routing – in particular, scale and heterogeneity play a sig-
nificant role, and the peer networks may wish to hide their topology for privacy
reasons. We show that there is a significant tradeoff between efficiency and the
degree of network information exposed to one peer network by the other, and
present an approach that allows users to flexibly advertise desired information
about their networks to one another. In this paper, we focus on optimizing the
routes for latency and infer the potential to do the same for various other metrics
such as bandwidth, monetary cost and energy consumption.

1 Introduction

In this paper, we address the problem of establishing efficient routes between a pair
of personal overlay networks, where each network has incomplete knowledge of the
other’s topology. We are motivated by the scenario of personal clouds [21], ensembles
of devices (phones, tablets, PCs, rented virtual machines, etc.) owned by single users,
and which interact in a peer-to-peer fashion as an alternative to centralized cloud ser-
vices such as Facebook, Dropbox and Apple’s iCloud.

The problem we address is as follows: how can we establish efficient routes between
pairs of nodes in two such personal clouds based on the current network state and user
preferences? We argue that this problem is new, and different from both routing between
single hosts, and inter-domain internet routing, for several reasons.

Firstly, a number of different routing metrics (latency, bandwidth, monetary cost per
byte, energy budget for an object transfer, etc.) are important, sometimes simultane-
ously. In addition, these properties are likely to change frequently.

Secondly, the overlay nodes themselves, and the available connectivity between
them, are highly diverse in these metrics: a 3G wireless link has very different cost,
power consumption, and latency from a wired Ethernet, for example. Moreover, some
nodes (such as phones) may have limited resources.

Thirdly, the small scale of the networks involved (around 10 devices per user) allows
more computationally sophisticated reasoning about the best route for a given operation,
exploiting detailed information about the diverse set of options available.
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Finally, information about the set of devices in a user’s personal cloud – their lo-
cation, address, type, connectivity, and even in some cases existence – is potentially
sensitive data the user may not wish to fully share with peers.

We consider this an important problem to tackle within the context of peer-to-peer
device ensembles, not least because resource usage matters a great deal. Money is a
scarce resource, and metered 3G/2G data connections or virtual machines rented from
cloud providers can incur significant monetary cost, depending on usage. Time is a
scarce resource, and a careless data transfer and routing approach in a personal data
replication system can overload a single node or a single link for transferring data, even
though the transfer could be carried out in a more time-efficient way using other links.
Energy is also a scarce resource: a Nokia N900 on a 3G connection sending a file at
150 kbit/s draws 375 mA, and when receiving at 200 kbit/s draws 275 mA [15]. This is
more power than consumed by continuously playing an MP3, activating the camera with
a preview image, or vibrating the phone battery continuously. Efficient use of resources
is critical.

Our contributions in this paper are threefold. First, we introduce and motivate the
problem of inter-overlay routing in personal clouds. Second, we show simulation and
early system implementation and deployment results which illustrate a significant trade-
off between route efficiency between overlays and the degree of information exposed to
one peer network by the other. Third, we present our work on an approach that allows
users to flexibly advertise information about their networks to one another and optimize
routes for metrics such as latency, bandwidth, monetary cost and energy.

In the next section, we present the background and related work. In Section 3 we
further motivate the problem using concrete scenarios. In Section 4, we present our
initial approach to tackle the problem. Section 5 describes the initial implementation
of our research prototype. We present a preliminary evaluation of our approach via
simulations in Section 6. In Section 7, we present our real system implementation and
experimental results. Finally, we conclude and discuss the ongoing and future work in
Section 8.

2 Background and Related Work

Our work on personal clouds is inspired by work on personal storage systems [19, 21–
23] which aim to support personal data and content-based partial replication, without
the need for centralized online services. In these systems, a user generates new data
items by taking photos and videos, downloading music and documents. These items are
replicated across the devices according to a system policy, and vary in size from a few
kilobytes up to a few gigabytes. Most of the devices in the personal cloud offer multiple
options for communication, such as Ethernet, WiFi, UMTS, Bluetooth, and USB.

Perspective [22] is a storage system designed for home devices. Cimbiosys [19] is
designed for users to be able to selectively distribute data across their devices by asso-
ciating content filters through opportunistic peer-to-peer synchronization. Eyo [23] is
a personal media collections storage system. Anzere [21] is a personal storage system
aimed for policy-based replication showing how to flexibly replicate data in response to
a complex, user-specified set of policies in a dynamically changing environment. All of
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these systems encounter the inter-overlay routing problem as soon as two instances need
to exchange data. Despite influential naming and architecture work in this area such as
UIA [8], as far as we know the problem of enabling efficient routes and optimizing data
object transfers among different personal clouds has received little attention to date.

Dexferizer [26] presents an approach to optimizing the transfer of data objects within
a user’s collection of computation devices, subject to a variety of user-defined quality
metrics such as cost, power consumption, and latency. Dexferizer employs techniques
from declarative networking together with application-defined transfer policies and
priorities to select appropriate transfer mechanisms and schedules.

We are also influenced by ideas from large-scale network architectures. SCAF-
FOLD [9] aims at better support for widely-distributed services, and argues that rather
than today’s host-based unicast, the main abstraction of future networks should be
service-based anycast. Content-Centric Networking (CCN) [11] proposes replacing the
host-to-host communication scheme of the Internet, arguing that named data is a better
abstraction for today’s network applications than named hosts. Similarly, DONA [13]
proposes a service-centric approach, arguing that most Internet usage is data retrieval
and service access, and this requires clean-slate design of Internet naming and name
resolution. The eXpressive Internet Architecture (XIA) [1] argues that elevating only
one principal type above others hinders communication between other types of princi-
pals and, thus, the evolution of the network. Instead, XIA provides native support for
multiple principal types.

Our work is related to the problem of cross-layer visibility [12]. Strong layer abstrac-
tions hinder network management tasks, failure diagnosis, and ultimately the reliability
of the network [3]. A similar observation has been made Plutarch [5] and Metanet [28].
Plutarch suggests making heterogeneity among different networks explicit through the
notion of contexts which are linked via interstitial functions. Metanet proposes a new
architectural object called a region as a first-class component of future networks. Our
approach is based on similar general observations.

Research on MANETs has greatly contributed to the problem of routing in personal
computing environments. MANET routing protocols [4,6,18] cannot rely on a central-
ized component or infrastructure, and must quickly react to device and link failures,
changes in topology, and network partitions. MANETs can also be seen as an extension
to the Internet: if a node in the MANET has Internet connectivity, it can function as a
gateway [7,24]. However, handling heterogeneity does not appear to be a primary focus
of MANETs.

Our research is also related to the work on Content Distribution Networks (CDNs)
[10, 16, 27], which aim to address similar problems, in a different context. CDNs aim
to choose the best replica to deliver data to end users. In this paper, we have a focus
on enabling selective advertisement of the network information, depending on the trust
level, between the peer overlay networks that are owned by different users. Moreover,
our work is in a smaller and more heterogeneous context as compared to CDNs.

The approach we have developed in tackling the problem is partly inspired by
BGP [20]. However, BGP addresses a significantly larger and different problem sce-
nario that involves large networks acting as traffic carriers.
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3 Motivation and Challenges

In this section, we first motivate the problem further with three use-cases, and outline
the design space, trade-offs and the challenges involved.

3.1 Use Cases

As a first example, consider the scenario in which Alice meets Bob in a cafe and they
want to exchange a short movie file of 100MB. The file is initially replicated on Alice’s
phone, home computer and office PC. Bob wants to add this item to his collection so
that he can watch it later. The phone is running on a 3G connection whereas the home
computer and the office PC are on faster broadband connections. In such a scenario,
ideally, the phone should be simply an initiator of the data transfer: the file should be
moved between machines with better connectivity.

As a second example, consider the scenario illustrated in Figure 1, where Alice and
Bob want to make their devices (phone and laptop) talk to each other. One option is to
establish a communication through the cloud. Another option which may not always
be possible is that, whenever the two devices happen to be on the same WiFi or Blue-
tooth network (even though TCP/IP over Bluetooth is not very mainstream) and they
are aware of each other’s available network interfaces, they may be able to establish a
much more efficient route. Hence, exposing more network information can significantly
improve routing.

223.3 ms

Phone

User 1's 
personal cloud

User 2's 
personal cloud

dropbox.com

Laptop

161.2 ms

45.5 ms on the same WiFi

Fig. 1. Exposing more network information can significantly improve routing

As a third example, imagine that Alice wants to receive a large movie file from Bob
who keeps two replicas of the movie, one on his home computer and one on his cloud
storage. If Alice happens to own cloud storage from the same provider as Bob and if
Bob exposes this information about his network to Alice, then they may be able to per-
form a very fast copy of the large file in the cloud. Alternatively, Alice could simply flag
the file as shared with Bob on the cloud storage, without actually having the data to be
moved from one location to another. Of course, in practice, the realization of sharing on
the cloud can mean a variety of things such as sharing a URL (e.g., in Dropbox’s case).
Moreover, it may also require implementation of additional mechanisms/interfaces de-
pending on the cloud provider’s mode of operation.
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3.2 Design Space, Trade-offs and Challenges

As we show later in this paper, there is a trade-off between how much information the
users expose about their personal clouds to each other, and the efficiency of subsequent
routes and transfers. The more information is available across the peer networks about
topology, node locations and capacities, and current network conditions, the better the
resulting connectivity can be. In addition, here are some of the technical challenges
involved in solving this problem:

– Dynamic nature of connectivity: many of the devices used in a user’s personal cloud
are mobile. These devices do not have permanent connectivity to the rest of the
cloud.

– Routing challenges (NATs, firewalls, mobile devices, etc.): the current Internet ar-
chitecture (that is, based on end-hosts) poses challenges for routing and data trans-
fer among multiple personal clouds.

4 Design

We start this section by first describing the scenario we target, with disjoint peer over-
lays and their respective network information and routes. We then illustrate the problem
of establishing efficient routes, and present our initial approach to tackle this problem.

4.1 Setting

We can characterize the challenge we address in inter-overlay routing as follows:

– Initially the two disjoint networks do not know any information about each other
regarding the nodes they contain, the internal network topology, connectivity inter-
faces, item distribution, the current state of the network, etc.

– There may be multiple routes and multiple connectivity interfaces between the
nodes.

– Links and the topology of the network are dynamic. We might or might not have
the schedules of when certain links will appear or disappear.

– The network links have associated costs. This may be monetary cost, power, band-
width or latency. Moreover, this information may not be known to other peer over-
lays.

– For privacy reasons, users may want to expose only certain parts of their network
topology to each other.

4.2 General Approach: Selective Advertisement

The overall idea of our approach is inspired by BGP advertisements. We aim to provide
the users of personal clouds with the means to flexibly advertise their network informa-
tion to the users of other peer personal clouds, as they wish, depending on the network,
transfer circumstances and user preferences.
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F(nd_B, id_B)

Network A Network B

nd: network data
id: item distribution data
F: privacy filter

Fig. 2. Overview of our approach at an abstract level

Figure 2 illustrates at an abstract level, the general approach of advertising network
information between personal clouds. The main idea is that the user (owner of network
B in this case) applies his own privacy filter to the data of his network and sends this
information to the peer overlay. Here we describe further the elements that are shown
in the illustration.

– nd_B: is the network data that belongs to the network B. It consists of the informa-
tion such as devices (their hostnames/IP address, port numbers to connect to), the
internal network topology, link status information (ping latency, bandwidth estima-
tion etc.). We focus on this type of information in the context of this paper.

– id_B: is the item data belonging to network B. Item data consists of the tuples
showing where an item is replicated within the personal cloud. This information
becomes relevant in the context of scheduling and optimizing object transfers.

– F: is the privacy filter applied by the owner of network B. This filter can be adjusted
differently by the users of the systems depending on the trust level to each other.

4.3 Calculating Efficient Routes between Two Networks

In this section, with the help of an example scenario shown in Figure 3, we describe
how we calculate efficient routes between two networks using network advertisements
and employing Dijkstra’s shortest path routing algorithm in a variant of link-state rout-
ing. The figure shows two disjoint networks, network A and B, with their representa-
tive weights to represent the network latency. At this point, we do not claim that these
topologies and the numbers we show are entirely realistic. Our aim here is to rather
have a means to illustrate our approach and to have an initial reference point for our
simulations.

Following are the steps we use for the detection and the calculation of efficient routes
between the members of two disjoint personal clouds via flexible advertisements of the
network information:
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Network A Network B

officePC cloudVM

laptophomePC

phone ipad

officePC cloudVM

laptophomePC

phone ipad
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Fig. 3. The example network scenario used in our simulations

1. Network B sends a network advertisement to network A. An advertisement mes-
sage consists of a list of reachable nodes and topology information between these
advertised nodes. In this example, the network B may choose to advertise informa-
tion about its 3 nodes (homePC, cloudVM and laptop) and part of the connectivity
information among them. The information about a node in this case consists of a
combination of its hostname/IP address (or a gateway) and the port number to use
in order to reach that node. The topology information consists of the edges between
the devices together with the weights.

2. Network A then adds the network information it received from network B into its
own network knowledge base.

3. Network A tries to establish connections (preferably as many as possible) between
each of its nodes and the nodes advertised by the network B. Successfully formed
connections are also added as edges to the topology graph of the Network A.

4. Network A then calculates all-pairs-shortest-paths using Dijkstra’s algorithm on
this extended set of nodes and edges.

If a node is not exposed from the network B, the shortest paths to that node are calcu-
lated with the assumption that the exposed nodes of the network B will act as network
gateways to the non-exposed node. At the end of the last step, each node in network A
knows the shortest paths to the advertised nodes of network B.

5 Implementation

The work we present in this paper is done in the context of a broader project:
Anzere [21], a data storage and replication system that we are developing, aimed for
personal clouds, integrating personal computers, mobile phones, tablets and virtual ma-
chines acquired on demand from cloud providers such as Amazon EC2 and Planetlab.
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Anzere is a system in which the objects are replicated according to declarative replica-
tion policies specified by the users. The policies written in Anzere do not need to refer
to specific devices, but are based on device properties. Anzere obtains its replication
actions by solving a constrained cost-based optimization problem derived from the set
of replication policies. Anzere employs a replication subsystem to replicate user data
as well as information necessary for the system operation (e.g., overlay and sensors in-
formation). It builds on existing replication techniques, in large part on PRACTI [2]. In
order to achieve consistency, Anzere employs Paxos [14]: all nodes in the overlay reach
consensus on the total order of updates. The combination of these protocols provides
the basis for a broad range of consistency possibilities in Anzere, even though we have
not yet worked with update scenarios in the context of this paper.

Anzere currently runs a little over 32,000 lines of Python. The implementation makes
heavy use of the Python Twisted framework [25], which is an event-driven networking
engine. The software architecture of Anzere is modular, which was initially inspired by
the OSGi [17] module management system. The main motivation of this modular archi-
tecture is to make the system maintenance easier and also to enable us to customize the
functionality and the libraries running on each device based on its hardware architecture
and OS platform. The most relevant module of Anzere regarding this paper is the over-
lay network, which includes network sensors that run on every node in the ensemble and
continuously monitor link and device status. In the context of this paper, the network
sensors perform ping latency measurements (such as every 5 seconds) between the de-
vices and keep track of both the instantaneous and the exponentially smoothed RTT
values. Anzere also employs models to estimate the expected bandwidth, energy con-
sumption and the throughput of the network links using the measurements performed.

The storage module is our primary application driver for this work: it contains
storage sensors that monitor the status of the data items in the system and partially
replicated content according to user-supplied policies. The inter-personal cloud com-
munication architecture we are currently developing makes use of the continuous infor-
mation flow generated by these two modules in order to compute the optimal routes and
object transfer schedules. At the initial simulation stage, the route establishment algo-
rithm was driven using a prototype simulator implemented in Python, with the goal to
first establish the potential benefits of our approach. At the system implementation and
deployment stage, we employed two disjoint Anzere instances. We present the details
of these networks in the following sections.

6 Simulation

Our evaluation consists of two parts: Simulation and system implementation. In this
section we present initial simulation results that are aimed at evaluating our approach.
Since personal clouds are newly emerging and they may vary quite significantly from
one user to another, currently we do not have extensive data about how a typical per-
sonal cloud and its connectivity topology looks like. Therefore, at the simulation stage
of our research, we have been trying out our ideas using hypothetical model graphs
which in practice may resemble personal clouds. In general, during the set of simula-
tions to evaluate this approach, we identified 3 different parameters which we think are
important.
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Fig. 4. Shortest path latencies to each node of network B from A.phone, A.officePC, A.homePC
and A.laptop

– Topology exposed: This parameter denotes how much of the network topology is
exposed to the peer network. In these simulations, the network topology is exposed
at the granularity of number of nodes, together with all the edges that belong to that
particular set of nodes.

– Connecting edges: This parameter denotes how many connecting edges are present
in between the two networks.

– Weights: This parameter denotes the weights of the connecting edges.

In the context of our simulations, we have been experimenting with the first item in the
list: The network topology that is exposed to the peer overlay.

6.1 Potential Benefits of the Approach

In this section we show initial simulation results aimed at illustrating how much our
approach can be beneficial to a user. At the moment, we experiment with metrics such
as end-to-end latency (msec) and shortest path to the peer overlay, but we conjecture
that other metrics such as bandwidth (bytes/sec), cost (price/byte), power consumption
(energy/byte) can also benefit from such an approach.
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Pairwise End-to-End Routes. In this simulation we look at the potential benefits our
approach can provide in terms of improving pairwise routes between the nodes that
belong to two different personal clouds.

For our simulations, we used the two example peer overlays shown in Figure 3. As
we mentioned earlier in the paper, we realize that these topologies and the numbers
may not be entirely realistic, but they still give us an initial reference point. Our initial
experience with a real system follows in the next section of this paper. In this simulation,
the network B advertises its network topology to network A and then we look at how the
pairwise latencies between the nodes of the two networks are affected depending on the
amount of network information exposed. At each stage of the experiment, Network
B gradually increases its exposed network topology by one node using the following
order of the nodes: officePC, homePC, phone, ipad, laptop, cloudVM. In all the cases
(except for the case in which there is only one node advertised from network B), there
are 3 connecting edges between the two networks: A.officePC-B.officePC, A.laptop-
B.officePC, A.officePC-B.homePC. The weights of all the connecting edges are the
same (21) for this simulation.

Figure 4 shows the effect of varying the amount of exposed topology information
on the shortest paths to nodes in network B. It shows the shortest path latencies to the
nodes of network B from the phone, homePC, laptop and officePC of the network A.
The numbers shown here are obtained from a single run of the complete simulation.
For the sake of brevity we do not show the latencies originating from the remaining two
nodes (ipad and cloudVM) of network A.

These initial figures we present here suggest that maybe not for all, but for some of
the node pairs in these networks, changing the amount of exposed network information
can significantly improve the pairwise end-to-end route quality.

7 System Experiments

In this section, we present the initial results of our experience with the deployment of
our approach in the context of a real system implementation. As mentioned before in
Section 5, we implemented our ideas within the Anzere personal storage system [21].

So far, we have investigated two aspects of the approach in our system implemen-
tation. Firstly, we investigated the effect of increasing the number of advertised nodes
from one Anzere instance to another. Secondly, we looked at the the effect of exposing
the internal topology information of an Anzere instance on the shortest paths achievable
between the members of two disjoint Anzere instances.

Figure 5 illustrates the network elements and the internal network topologies of
Anzere instances we employed in our experiments. The current experimental setup
consists of two (initially disjoint) Anzere instances. The first network consists of five
devices while the second one contains four devices. Other than the locations noted in
parentheses in the figure, the rest of the devices reside in Switzerland.

Anzere’s current network and routing layer is designed to establish as many connec-
tions as possible between each member of the different instances when an advertisement
is received. Therefore, the current topologies in both of the systems can be visualized as
fully-connected graphs. The smart-phones run on a wireless connection and are residing
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Anzere Instance A Anzere Instance B

cloud VM(eu)

homePC

phone

officePC

cloudVM (us)homePC

phoneofficePC

cloud VM(us)

Fig. 5. The network and the topologies of the two Anzere instances used in our system
experiments

behind a NATs. The rest of the devices have publicly accessible IP addresses. Typically,
the homePCs are also behind NATs but the ones we used in this experiment had public
IP addresses. In Anzere, the devices that reside behind the NATs utilize hole punch-
ing techniques in order to establish connections to the other members of the Anzere
instances.

For the experiments performed in this section, the link measurements were taken
every 4 seconds and 0.125 (the same as the value used by TCP) was chosen for the
value of α, which is used for the exponential smoothing of the measured data. The
advertisement messages were sent from the officePC of the instance A to the officePC
of the instance B.

7.1 Effect of Increasing the Number of Advertised Nodes

In this experiment, we try to investigate whether increasing the number of advertised
nodes from one Anzere instance to another changes the shortest paths between the all
the members of each instances. The Anzere instance A increases the number of nodes
it exposes one by one, with every iteration of the experiment. The information exposed
about a node is a combination of the hostname/IP address and the port number to be
connected to.

The advertisement scheme in this experiment works as follows: The coordinator
node (officePC) of the instance A sends its advertisement to the coordinator node of
the instance B. The advertisement consists of the exposed nodes’ hostnames (or IP ad-
dresses) and the port numbers, in addition to the connectivity and topology information
(the links and their weights) that exists between the advertised nodes.
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Fig. 6. Latencies to each node in network A originating from B.officePC, B.homePC, B.cloudVM
(US) and B.cloudVM (EU)

If a node is not exposed from the network A, the shortest paths to that node is cal-
culated by using the assumption that one of the exposed nodes will act as a gateway to
this non-exposed node.

The nodes from the instance A to instance B are advertised incrementally in the
following order: OfficePC, cloudVM (US), homePC, cloudVM (EU). In other words, at
each iteration of the experiment, one more node is added to the advertisement message.
As soon as an an advertisement is received, all the nodes belonging to the instance B
try and establish connections to the set of exposed nodes of instance A and then start
measuring their link properties, in case the connection establishment attempt has been
successful.

Figure 6 shows the change in the shortest paths between the pairs of nodes as the
number of exposed nodes from instance A to instance B increases. Similar to the case
of simulations, the numbers shown here are obtained from a single run of the complete
experiment. As illustrated by this figure, our initial experience with the implementation
in a real system supports the figures we have presented in the preliminary simulations.
The main message of these plots is that, while it may not affect some of the shortest
paths between some pairs of the nodes in disjoint personal clouds, depending on the
topology and the network configuration, the routes between some pairs devices can be
improved significantly by increasing the number of exposed nodes between the two
Anzere instances.
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7.2 Effect of Exposing the Topology between the Advertised Nodes

The advertisement messages in the previous experiment included the nodes exposed as
well as the internal network topology information in between the advertised nodes of
the instance A. In this experiment we try to investigate whether or not exposing the
internal network topology information in addition to the advertisement of the nodes
makes a significant difference in terms of the shortest paths achievable between the
pairs of devices.

Figure 7 shows the shortest paths from B.phone to the members of the instance A.
The shortest path values are shown for both the case in which the internal network
topology information (the set of edges and their weights) is shared to the peer Anzere
instance, and also the case in which this information is not shared. The four nodes
that are exposed from the instance A in this experiment are the following: officePC,
cloudVM (US), homePC and cloudVM (EU). The set of devices and the topologies of
both the personal clouds employed in this experiment are the same as in Figure 5 except
for the location of the cloud VM in Europe. A VM in Switzerland was employed instead
of a VM in Germany due to the failure of the instance in Germany. Again, the numbers
shown here are obtained from a single run of this experiment.

As shown by Figure 7, exposing the internal network topology of an Anzere in-
stance can actually reduce the shortest path latencies to some of the instance A nodes
significantly.

8 Conclusion

Establishing efficient routes between personal clouds and the higher-level problem of
optimally transferring data objects among personal clouds are new and important prob-
lems. In this paper we have presented a technique which provides users with a means to
selectively advertise their network information to each other and still arrive at efficient
routes. Current results show the benefits for one metric, latency.



Establishing Efficient Routes between Personal Clouds 87

In our ongoing work, we are integrating this technique into our personal cloud plat-
form, and incorporating other metrics such as bandwidth, power consumption and mon-
etary cost. Our initial observations show that one can really get more or less benefit from
exposing more or less information. Hence, the tradeoff is significant. As an immediate
future work, we are planning to extend our approach and apply the idea to the larger
problem of optimizing data object transfers between personal clouds. This involves im-
plementation of advertising item distribution data between the two personal clouds in
addition to advertising network information.
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