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The basic foundations of object—oriented modeling
as a means to mathematically capture the dynam-
ical behavior of physical systems were laid almost
20 years ago independently by Tom Runge [9] and
Hilding Elmqvist [3] in two seminal Ph.D. disserta-
tions. Whereas Runge advocated the use of general—
purpose differential algebraic equation (DAE) solvers
as the main simulation engine, Elmqvist advanced
symbolic formulae manipulation as a means to au-
tomatically transform the model equations to state—
space from. Both theses were based on newly de-
signed textual languages (Dymola and Model) as the
primary user interfaces; however, Tom Runge even in-
troduced a (still fairly rudimentary) object—diagram
editor (Dragon [10]) as an alternative approach for
model input.

The basic ideas for Tom Runge’s dissertation were
taken, in his own words, from a visionary paper by
Bill Gear [B], his dissertation advisor. A special class
of object—oriented modeling methodology, the bond
graph, had been around even before then. The bond
graph approach to physical system modeling was con-
ceptualized by Hank Paynter on April 24, 1959 [7] who,
in turn, claims that his work had been influenced in
major ways by the even earlier work of Gabriel Kron

[6].

Yet, the two dissertations by Runge and Elmqvist
were far ahead of their times. As a consequence, nei-
ther technology received a high degree of attention for
close to a decade. The computer hardware of the late
seventies was far from ready for the proposed software
technologies (Hilding once built his own mouse inter-
face, because he couldn’t find one for the VAX), and
the market demand for such sophisticated modeling
software was simply not there yet.

Only the early nineties, with their growing demands
for simulation models of ever increasing complexity

describing models of advanced engineering systems
with component models stemming from different ap-
plication fields, as they are used in e.g. mechatronics,
electronic packaging (with electronic, mechanical, and
thermal submodels), aircraft electronics (subjected to
high temperature, strong magnetic fields, and heavy
mechanical vibrations), the electronic fuel injection
control system of a car, to mention just a few exam-
ples, called for the sophistication that object—oriented
modeling tools have to offer. This growing demand
went hand-in—hand with the deployment of graphical
workstations that finally provided a platform powerful
enough to host a sophisticated object—oriented model-
ing environment.

The object—oriented physical systems modeling tools
[1, 2, 4, 8] available today all offer object—diagram ed-
itors as well as textual model representations. They
all support a mixture of symbolic model preprocessing
with advanced DAE solvers. Had the theses of Runge
and Elmqvist been viewed by many as somewhat eso-
teric at the time they were written, no—one questions
any longer the relevance and significance of this re-
search branch. In fact, every one of the above soft-
ware tools is dramatically better than anything that
had been on the market earlier in terms of general-
purpose physical system modeling support.

This panel discussion is a first attempt at bringing
many the major players together and have them dis-
cuss, with inclusion of the attendees, what their views
are w.r.t. future developments in this exciting and dy-
namic research area.
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