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Abstract—DRAM is the prevalent main memory technology used
in almost all computers. Data is represented as charge in a DRAM
cell. Unfortunately, a DRAM cell loses its stored charge over time
and thus needs to be refreshed periodically. How often a cell needs
to be refreshed depends on its minimum data retention time, which
is dependent on various factors. Accurately identifying the minimum
data retention time of each DRAM cell is necessary to 1) correctly
determine the minimum refresh rate of a DRAM chip to maintain
data integrity, and 2) enable techniques that eliminate unnecessary
refresh operations by refreshing each DRAM row at the minimum
refresh rate it needs for reliable operation.

Our ISCA 2013 paper [1] provides a fundamental empirical
understanding of two major factors that make it very difficult to
determine the minimum data retention time of a DRAM cell, based
on the first comprehensive experimental characterization of retention
time behavior of a large number of modern commodity DRAM
chips from 5 major vendors. We study the prevalence, effects, and
technology scaling characteristics of two significant phenomena: 1)
data pattern dependence (DPD), where the minimum retention time of
a DRAM cell is affected by data stored in other DRAM cells, and 2)
variable retention time (VRT), where the minimum retention time of
a DRAM cell changes unpredictably over time. To this end, we built
a flexible FPGA-based testing infrastructure to test DRAM chips,
which has enabled a large amount of further experimental research
in DRAM. Our ISCA 2013 paper’s results using this infrastructure
clearly demonstrate that DPD and VRT phenomena are significant
issues that must be addressed for correct operation in DRAM-based
systems and their effects are getting worse as DRAM scales to
smaller technology node sizes. Our work also provides ideas on how
to accurately identify data retention times in the presence of DPD
and VRT, e.g., online profiling with error correcting codes, which
later works examined and enabled. Most modern DRAM chips now
incorporate ECC, especially to account for VRT effects [2].

This short retrospective provides a brief analysis of our ISCA
2013 paper and its impact. We describe why we did the work,
what we found and its implications, what the findings as well as
the infrastructure we built to discover them have enabled in later
works, and our thoughts on what the future may bring.

I. BACKGROUND
My group has been working on the DRAM refresh problem

since 2010 and our major work RAIDR [3] was published at
ISCA 2012. Our goal in RAIDR was to eliminate unnecessary
refresh operations at low cost by refreshing each DRAM row
only as frequently as required by the minimum data retention
time of the row. As described in a separate retrospective in
this issue, our RAIDR work demonstrated large performance
improvements and energy savings with a simple memory controller
based implementation. However, we were not satisfied with the
simplistic retention time profiling mechanism assumed in RAIDR
(which was also assumed in other prior works). RAIDR relied on
accurate identification of the minimum data retention time of every
DRAM cell, which we thought was a difficult task. We wanted to
make such retention time profiling practical. So, we set out to
rigorously understand the difficulty of DRAM data retention time
identification using an empirical approach. No prior work at the
time provided real data on the retention characteristics of state-
of-the-art DRAM chips, let alone a detailed empirical analysis
of major problems that make retention time profiling challenging
and how DRAM technology scaling affects those challenges.
In fact, no infrastructure to study these characteristics existed
(or was available to us). We decided to build our own FPGA-
based infrastructure to characterize real DRAM chips in a flexible
manner so that we could change the refresh rate, data patterns,
and other major parameters. This infrastructure, which took us
more than a year to build and which we later open sourced as
SoftMC [4, 5] and DRAM Bender [6, 7], enabled us (and others) to

empirically study and understand many interesting characteristics
of modern DRAM chips over the course of more than a decade.

Our ISCA 2013 paper is a product of this goal and effort.
Our work was generously supported especially by the Samsung
DRAM Design Team and Intel Memory Architecture Labs, both
technically and funding-wise. With close technical support from
Intel (especially Chris Wilkerson, who is a co-author), we built
our FPGA-based DDR3 DRAM testing infrastructure. Two of
my students (also co-authors) and I spent part of the summer
of 2012 at Intel to work closely with our collaborators. During
this timeframe, we finalized the calibration and stabilization of
our infrastructure. We performed many experiments to study both
well-known properties of retention time characteristics (e.g., tem-
perature dependence) as well as less well studied characteristics
(e.g., DPD and VRT phenomena) of modern DRAM chips at a
scale that was not reported before. We were especially interested
in empirically understanding how technology scaling affected such
characteristics, since it was clear that data retention and thus
refresh was a major technology scaling challenge in DRAM, as
indicated by prior and later works (e.g., [2, 8, 9]).

II. CONTRIBUTIONS AND IMPACT
Our paper is the first to comprehensively examine data retention

time behavior of modern DRAM chips, uncovering real data
and insights on two major phenomena that make retention time
identification extremely challenging. Prior works were limited
to simulation or had very small sample sizes, and almost none
of them examined modern DDR3 DRAM chips or technology
scaling. Many device- or circuit-level works did not study DPD
or VRT. No architecture- and system-level work to reduce refresh
overhead discussed DPD or VRT. Our work enabled a new
understanding and demonstrated the true difficulty of a major
problem in DRAM technology scaling, by providing valuable data
that was available nowhere else (at least publicly).

Our key results demonstrate that data retention times of modern
DRAM chips are indisputably getting worse in newer-generation
DRAM chips, indicating that refresh is becoming a larger problem
with technology scaling. Ditto for DPD and VRT. For example,
we showed that 1) the retention failure coverage of a given data
pattern becomes smaller for newer-generation DRAM chips, 2)
VRT is a widespread phenomenon in modern DRAM devices,
causing significant dynamic changes in minimum retention time.
These were the first results of their kind.

Our results indicated that many prior proposals (e.g., [3, 10–
14]) that rely on accurate retention time identification to eliminate
refreshes would not work reliably as they do not take into account
DPD or VRT. They also put into question whether existing refresh
rates are enough to guarantee error-free operation in DRAM chips
being used in the field (especially in the presence of VRT).
As DRAM technology scales, would it be easy to accurately
determine retention times to ensure data integrity even if we
maintained a conservative refresh rate for all DRAM cells?

Based on the understanding we developed, we proposed ideas
and avenues for future work on how to tackle the DPD and
VRT problems ($5.2 & $6.3 in [1]). We advocated the use of
ECC in DRAM chips to detect and/or correct any retention
errors that might not be identified after rigorous testing (offline
or online). Most modern DRAM chips now incorporate ECC
(see [15–17]), especially to account for VRT effects [2]. We also
advocated the use of online profiling together with ECC to enable
reliable identification of retention times, an approach later works
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rigorously investigated and enabled (e.g., [16–23]). As such, our
ISCA 2013 paper enabled system-level techniques to overcome
a major DRAM scaling challenge, an approach we call system-
DRAM co-design [24, 25]. We believe developing such system-
level techniques that can detect and exploit DRAM characteristics
online, during system operation, will be increasingly valuable as
such characteristics will become much more difficult to accurately
determine and exploit due to technology scaling.

A key contribution of our work was the development of our
flexible FPGA-based DRAM testing infrastructure, which was the
first of its kind. It enabled a large amount of research into DRAM
chips by enabling rigorous experimental study of real DRAM chip
characteristics, including the rigorous study of the RowHammer
vulnerability [6, 26–36], another major DRAM technology scaling
problem. We discuss some new insights and studies enabled by
this infrastructure in our RAIDR retrospective and our SoftMC [4]
and DRAM Bender [6] works.

III. INFLUENCE ON LATER WORKS
Many later works (e.g., [16–23]) ensued to solve the DPD &

VRT problems. Some provided a more detailed characterization of
the DPD and VRT phenomena: [18] analyzed both DPD & VRT
and examined the effectiveness of online profiling versus ECC of
varying strength. AVATAR [19] provided heterogeneous refresh
rates using a combination of online profiling, ECC, and memory
scrubbing, working from the empirical observation that new VRT
errors are discovered infrequently at a steady rate. PARBOR [20]
introduced detailed DPD analyses and a new technique to ef-
ficiently detect data-dependent failures. REAPER [23] analyzed
the DPD & VRT phenomena in newer LPDDR4 DRAM chips,
demonstrating that the problems are getting worse, and developed
the reach profiling technique to tolerate the two problems. We
believe AVATAR & REAPER enabled practical ways of exploiting
heterogeneous retention times.

ECC is mainstream in DRAM chips today [15–17]. We believe
this is a direct result of the analysis that showed the prevalence
and importance of VRT and the difficulty of handling VRT-caused
retention errors due to their fundamentally unpredictable nature. A
later work by Samsung & Intel engineers [2] described that ECC
is needed to deal with VRT, just as our ISCA’13 paper advocated.

IV. SUMMARY AND FUTURE OUTLOOK
Our ISCA 2013 paper was a nice example of harmonious

collaboration between academia and industry: Intel helped us build
the infrastructure and both Intel & Samsung gave us significant
technical feedback along with generous funding. Our paper also
highlights the importance of investing into building infrastructure
to analyze real chips: doing so enabled not only the new under-
standing developed in our work, but also many future works that
analyzed various other DRAM characteristics (e.g., [6, 16–23, 26–
42]) and uncovered fascinating undocumented capabilities in real
DRAM chips, e.g., the ability to perform data copy/initialization
and bitwise operations [43–47], implement physical unclonable
functions [48], and generate true random numbers [49, 50].

Since ISCA 2013, we have come a long way in understanding
fundamental characteristics of DRAM devices and enabling prac-
tical solutions to overcome DRAM shortcomings. Yet, there is a
lot more to be empirically discovered and understood in DRAM to
solve the fundamental scaling, performance, and energy challenges
of the technology (as shown by very recent works in 2022-2023,
e.g. [6, 30–33, 45, 47]), which can enable solutions also applicable
to other technologies. We conclude that the future is bright in
experimental memory systems research using real memory chips.
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