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Abstract—This retrospective paper describes the RowHammer
problem in dynamic random access memory (DRAM), which was
initially introduced by Kim et al. at the ISCA 2014 Conference.
RowHammer is a prime (and perhaps the first) example of
how a circuit-level failure mechanism can cause a practical
and widespread system security vulnerability. It is the phe-
nomenon that repeatedly accessing a row in a modern DRAM
chip causes bit flips in physically adjacent rows at consistently
predictable bit locations. RowHammer is caused by a hard-
ware failure mechanism called DRAM disturbance errors, which
is a manifestation of circuit-level cell-to-cell interference in a
scaled memory technology. Researchers from Google Project
Zero demonstrated in 2015 that this hardware failure mecha-
nism can be effectively exploited by user-level programs to gain
kernel privileges on real systems. Many other follow-up works
demonstrated other practical attacks exploiting RowHammer. In
this paper, we comprehensively survey the scientific literature on
RowHammer-based attacks as well as mitigation techniques to
prevent RowHammer. We also discuss what other related vulner-
abilities may be lurking in DRAM and other types of memories,
e.g., NAND flash memory or phase change memory, that can
potentially threaten the foundations of secure systems, as the
memory technologies scale to higher densities. We conclude by
describing and advocating a principled approach to memory
reliability and security research that can enable us to better
anticipate and prevent such vulnerabilities.

Index Terms—Dynamic random access memory (DRAM),
errors, memory systems, reliability, security, technology scaling,
vulnerability.

I. INTRODUCTION AND OUTLINE

MEMORY is a key component of all modern comput-
ing systems, often determining the overall performance,

energy efficiency, and reliability characteristics of the entire
system. The push for increasing the density of modern memory
technologies via technology scaling, which has resulted in
higher capacity (i.e., density) memory and storage at lower
cost, has enabled large leaps in the performance of mod-
ern computers [173]. This positive trend is clearly visible in
especially the dominant main memory and solid-state storage
technologies of today, i.e., dynamic random access memory
(DRAM) [57], [58], [124], [145], [149] and NAND flash
memory [42], [45], [52], respectively. Unfortunately, the same
push has also greatly decreased the reliability of modern

Manuscript received January 22, 2019; accepted March 24, 2019. Date of
publication May 7, 2019; date of current version July 17, 2020. This paper
was recommended by Associate Editor J. Rajendran. (Corresponding author:
Onur Mutlu.)

The authors are with the Department of Computer Science, ETH
Zürich, 8092 Zürich, Switzerland, and also with the Department of
Electrical and Computer Engineering, Carnegie Mellon University, Pittsburgh,
PA 15213 USA (e-mail: omutlu@gmail.com).

Digital Object Identifier 10.1109/TCAD.2019.2915318

memory technologies, due to the increasingly smaller memory
cell size and increasingly smaller amount of charge that is
maintainable in the cell, which makes the memory cell much
more vulnerable to various failure mechanisms and noise and
interference sources, both in DRAM [112], [114]–[117], [132],
[159], [174], [194], [201] and NAND flash nemory [42]–[48],
[50]–[53], [162], [164]–[166], [174].

As memory scales down to smaller technology nodes, new
failure mechanisms emerge that threaten its correct operation.
If such failure mechanisms are not anticipated and corrected,
they cannot only degrade system reliability and availability but
also, perhaps even more importantly, open up new security
vulnerabilities: a malicious attacker can exploit the exposed
failure mechanism to take over the entire system. As such,
new failure mechanisms in memory can become practical and
significant threats to system security.

In this paper, we provide a retrospective of one such
example failure mechanism in DRAM, which was initially
introduced by Kim et al. [132] at the ISCA 2014 conference.
We provide a description of the RowHammer problem and
its implications by summarizing our ISCA 2014 paper [132],
describe solutions proposed by our original work [132], com-
prehensively examine the many works that build on our
original work in various ways, e.g., by developing new secu-
rity attacks, proposing solutions, and analyzing RowHammer.
What comes next in this section provides a roadmap of the
entire paper.

In our ISCA 2014 paper [132], we introduce the
RowHammer problem in DRAM, which is a prime (and
perhaps the first) example of how a circuit-level failure mech-
anism can cause a practical and widespread system security
vulnerability. RowHammer, as it is now popularly referred to,
is the phenomenon that repeatedly accessing a row in a modern
DRAM chip causes bit flips in physically adjacent rows at con-
sistently predictable bit locations. It is caused by a hardware
failure mechanism called DRAM disturbance errors, which
is a manifestation of circuit-level cell-to-cell interference in
a scaled memory technology. We describe the RowHammer
problem and its root causes in Section II.

Inspired by our ISCA 2014 paper’s fundamental find-
ings, researchers from Google Project Zero demonstrated in
2015 that this hardware failure mechanism can be effec-
tively exploited by user-level programs to gain kernel priv-
ileges on real systems [213], [214]. Tens of other works
since then demonstrated other practical attacks exploiting
RowHammer, e.g., [12], [31]–[33], [37], [54], [66], [73], [76],
[89], [90], [107], [156], [196], [197], [199], [205], [233],
[234], [239], [249], and [258]. These include remote takeover
of a server vulnerable to RowHammer, takeover of a victim
virtual machine (VM) by another VM running on the same
system, takeover of a mobile device by a malicious user-
level application that requires no permissions, takeover of a
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mobile system quickly by triggering RowHammer using a
mobile GPU, and takeover of a remote system by trigger-
ing RowHammer on it through the remote direct memory
access (RDMA) protocol [6]. We describe the works that
build on RowHammer to develop new security attacks in
Section III-A.

Our ISCA 2014 paper rigorously and experimentally ana-
lyzes the RowHammer problem and examines seven different
solutions, multiple of which are already employed in prac-
tice to prevent the security vulnerabilities (e.g., increasing
the memory refresh rate). We propose a low-cost solu-
tion, probabilistic adjacent row activation (PARA), which
provides a strong and configurable reliability and security
guarantee; a solution whose variants are being adopted by
DRAM manufacturers and memory controller designers [5].
We describe this solution and the six other solutions of our
original paper in Section II-E. Many other works build on
our original paper to propose and evaluate other solutions
to RowHammer, and we discuss them comprehensively in
Section III-B.

Our ISCA 2014 paper leads to a new mindset that has
enabled a renewed interest in hardware security research:
general-purpose hardware is fallible, in a very widespread
manner, and this causes real security problems. We believe
the RowHammer problem will become worse over time since
DRAM cells are getting closer to each other with technology
scaling. Other similar vulnerabilities may also be lurking in
DRAM and other types of memories, e.g., NAND flash memory
or phase change memory, that can potentially threaten the
foundations of secure systems, as the memory technologies
scale to higher densities. Our ISCA 2014 paper advocates
a principled system-memory co-design approach to memory
reliability and security research that can enable us to bet-
ter anticipate and prevent such vulnerabilities. We describe
promising ongoing and future research directions related to
RowHammer (Section IV), including the examination of other
potential vulnerabilities in memory (in Section IV-A) and the
use of a principled approach to make memory more reliable
and more secure (in Section IV-B).

II. ROWHAMMER PROBLEM: SUMMARY

Memory isolation is a key property of a reliable and secure
computing system. An access to one memory address should
not have unintended side effects on data stored in other
addresses. However, as process technology scales down to
smaller dimensions, memory chips become more vulnerable to
disturbance, a phenomenon in which different memory cells
interfere with each others’ operation. We have shown, in our
ISCA 2014 paper [132], the existence of disturbance errors in
commodity DRAM chips that are sold and used in the field.
Repeatedly reading from the same address in DRAM could
corrupt data in nearby addresses. Specifically, when a DRAM
row is opened (i.e., activated) and closed (i.e., precharged)
repeatedly (i.e., hammered), enough times within a DRAM
refresh interval, one or more bits in physically adjacent DRAM
rows can be flipped to the wrong value. This DRAM failure
mode is now popularly called RowHammer [1], [2], [23], [37],
[90], [130], [140], [205], [213], [214], [239], [244]. Using
a field-programmable gate array (FPGA)-based experimental
DRAM testing infrastructure, which we originally developed

Fig. 1. RowHammer error rate versus manufacturing dates of 129 DRAM
modules we tested (reproduced from [132]).

for testing retention time issues in DRAM [159],1 we tested
129 DRAM modules manufactured by three major manufac-
turers (A, B, and C) in seven recent years (2008–2014) and
found that 110 of them exhibited RowHammer errors, the ear-
liest of which dates back to 2010. This is illustrated in Fig. 1,
which shows the error rates we found in all 129 modules we
tested where modules are categorized based on manufacturing
date.2 In particular, all DRAM modules from 2012–2013 were
vulnerable to RowHammer, indicating that RowHammer is a
recent phenomenon affecting more advanced process technol-
ogy generations (as also demonstrated repeatedly by various
works that come after our ISCA 2014 paper [12], [17], [66],
[140], [196], [239]).

A. RowHammer Mechanisms

In general, disturbance errors occur whenever there is a
strong enough interaction between two circuit components
(e.g., capacitors, transistors, and wires) that should be isolated
from each other. Depending on which component interacts
with which other component and also how they interact, many
different modes of disturbance are possible.

Among them, our ISCA 2014 paper identifies one partic-
ular disturbance mode that affects commodity DRAM chips
from all three major manufacturers. When a wordline’s volt-
age is toggled repeatedly, some cells in nearby rows leak
charge at a much faster rate than others. Such vulnerable
cells, if disturbed enough times, cannot retain enough charge
for even 64 ms, the time interval at which they are refreshed.
Ultimately, this leads to the cells losing data and experiencing
disturbance errors.

Without analyzing existing DRAM chips at the device-level,
which is an option not available for us, we cannot make defini-
tive claims about how a wordline interacts with nearby cells
to increase their leakiness. Our ISCA 2014 paper hypothe-
sizes, based on past studies and findings, that there may be

1This infrastructure is currently released to the public, and is described in
detail in our HPCA 2017 paper [98]. The infrastructure has enabled many
studies [57], [58], [79], [98], [114]–[116], [132], [146], [149], [159], [201]
into the failure and performance characteristics of modern DRAM, which
were previously not well understood.

2Test details and experimental setup, along with a listing of all modules and
their characteristics, are reported in our original RowHammer paper [132].
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three ways of interaction. At least two major DRAM man-
ufacturers have confirmed all three of these hypotheses as
potential causes of disturbance errors. First, changing the volt-
age of a wordline could inject noise into an adjacent wordline
through electromagnetic coupling [60], [171], [206]. This par-
tially enables the adjacent row of access-transistors for a short
amount of time and facilitates the leakage of charge from vul-
nerable cells. Thus, if a row is hammered enough times to
disturb such vulnerable cells before they get refreshed, charge
in such cells get drained to a point that the original cell values
are not recoverable any more. Second, bridges are a well-
known class of DRAM faults in which conductive channels are
formed between unrelated wires and/or capacitors [19], [20].
One study on embedded DRAM (eDRAM) found that toggling
a wordline could accelerate the flow of charge between two
bridged cells [103]. Third, it has been reported that toggling
a wordline for hundreds of hours can permanently damage
it by hot-carrier injection [64]. If some of the hot-carriers
are injected into the neighboring rows, this could modify the
amount of charge in their cells or alter the characteristics of
their access-transistors to increase their leakiness.

Several recent works have tried to examine and model
RowHammer at the circuit level; we survey these works in
Section III-C.

B. User-Level RowHammer

Our ISCA 2014 paper also demonstrates that a very sim-
ple user-level program [3], [132] can reliably and consistently
induce RowHammer errors in three commodity Advanced
Micro Devices (AMD) and Intel systems using vulnerable
DRAM modules. We released the source code of this pro-
gram [3], which Google Project Zero later enhanced [4].
Using our user-level RowHammer test program, we showed
that RowHammer errors violate two invariants that memory
should provide: 1) a read access should not modify data at
any address and 2) a write access should modify data only at
the address that it is supposed to write to. As long as a row
is repeatedly opened, both read and write accesses can induce
RowHammer errors, all of which occur in rows other than
the one that is being accessed. Since different DRAM rows
are mapped (via mechanisms in the system software and the
memory controller) to different software pages, our user-level
program could reliably corrupt specific bits in pages belong-
ing to other programs. As a result, RowHammer errors can be
exploited by a malicious program to breach memory protection
and compromise the system. In fact, we hypothesized, in our
ISCA 2014 paper, that our user-level program, with some engi-
neering effort, could be developed into a disturbance attack
that injects errors into other programs, crashes the system, or
hijacks control of the system. We left such research for the
future since our primary objective in our ISCA 2014 paper
was to understand and prevent RowHammer errors [132].

C. Characteristics of RowHammer

Our ISCA 2014 paper [132] provides a detailed exper-
imental analysis of various characteristics of RowHammer,
including its prevalence across DRAM chips, access pat-
tern dependence, data pattern dependence (DPD), temperature

dependence, address correlation between victim and aggres-
sor memory rows, number of bits in a victim row that flip due
to RowHammer in an adjacent row, number of rows that get
affected due to RowHammer in an adjacent row, relationship of
RowHammer-vulnerable cells with leaky cells that need higher
refresh rates, repeatability of RowHammer errors, the fact that
a memory row is vulnerable to RowHammer on both adjacent
wordlines, and real system demonstration of RowHammer.
We omit these analyses here in this retrospective and focus
on security vulnerabilities and prevention of RowHammer.
We refer the reader to [132] for a rigorous treatment of the
characteristics of the RowHammer phenomenon.

One of the key takeaways from our characterization is
that RowHammer-induced errors are predictably repeatable. In
other words, if a cell’s value gets corrupted via RowHammer,
the same cell’s value is very likely to get corrupted again via
RowHammer. This repeatability enables the construction of
repeatable security attacks in a controlled manner, which we
briefly discuss next and cover in detail in Section III-A.

D. RowHammer as Security Threat

RowHammer exposes a security threat since it leads to a
breach of memory isolation, where accesses to one row (e.g.,
a user-level memory page) modifies the data stored in another
memory row (e.g., a privileged operating system page). As
indicated above, malicious software can be written to take
advantage of these disturbance errors. We call these distur-
bance attacks [132], or RowHammer attacks. Such attacks
can be used to corrupt system memory, crash a system, or
take over the entire system. Confirming the predictions of
our ISCA paper [132], researchers from Google Project Zero
developed a user-level attack that exploits RowHammer to gain
kernel privileges and thus take over an entire system [213],
[214]. More recently, researchers showed that RowHammer
can be exploited in various ways to take over various classes
of systems. As such, the RowHammer problem has widespread
and profound real implications on system security, threatening
the foundations of memory isolation on top of which modern
system security principles are built. We survey the works that
exploit RowHammer to build many different security attacks
in Section III-A.

E. RowHammer Solutions

Our ISCA 2014 paper discusses and analyzes seven dif-
ferent countermeasures to the RowHammer problem. Each
solution makes a different tradeoff between feasibility, cost,
performance, power, and reliability. Among them, we believe
our seventh and last solution, called PARA, to be the most
efficient with the lowest overhead.

The first six solutions are as follows.
1) Manufacturing better DRAM chips that are not

vulnerable.
2) Using (strong) error correcting codes (ECCs) to correct

RowHammer-induced errors.
3) Increasing the refresh rate for all of memory.
4) Statically remapping/retiring RowHammer-prone cells

via a one-time post-manufacturing analysis.
5) Dynamically remapping/retiring RowHammer-prone

cells during system operation.
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6) Accurately identifying hammered rows during runtime
and refreshing their neighbors.3

We will not go into significant detail in this summary and
retrospective, but none of these first six solutions are very
desirable as they come at significant power, performance or
cost overheads, as we describe in our original work [132].
We will revisit some of these solutions in Section III-B
of this paper, when we survey related work that builds on
RowHammer.

Our ISCA 2014 paper’s main proposal to prevent
RowHammer is a low-overhead mechanism called PARA. The
key idea of PARA is simple: every time a row is opened and
closed, one or more of its adjacent rows are also opened (i.e.,
refreshed) with some low probability p (by the memory con-
troller or the DRAM chip). If one particular row happens to
be opened and closed repeatedly, then it is statistically cer-
tain that the row’s adjacent rows will eventually be opened
as well, as we show in our original work, assuming p is
chosen intelligently and carefully. The main advantages of
PARA are that: 1) it is stateless in the sense that it does
not require expensive hardware data-structures to count the
number of times that rows have been opened or to store the
addresses of the aggressor/victim rows and 2) its performance
and power consumption overheads are very low due to the
infrequent activation of only adjacent rows of a closed row.
Our ISCA 2014 paper provides a memory-controller-based
implementation of PARA, evaluates its reliability guarantee
against adversarial access patterns, and empirically examines
its performance overhead. We show that by setting the proba-
bility of refresh of adjacent rows p to a reasonable yet very low
value (e.g., 0.001 or 0.005), PARA provides a strong guarantee
against RowHammer and leads to a very small performance
overhead of less than 0.75%. More detailed discussion of the
implementation and evaluation of PARA can be found in our
original work. We will revisit PARA in Section III-B of this
paper.

III. SURVEY OF WORKS THAT BUILD ON ROWHAMMER

RowHammer has spurred a significant amount of research
since its publication in 2014. In this section, we provide a
categorical survey of the array of works that build off of our
original paper that introduces the concept of RowHammer and
disturbance attacks [132]. We describe seven different types
of works.

1) Security attacks that exploit the RowHammer
vulnerability.

2) Defense and mitigation mechanisms against the
RowHammer phenomenon and the security attacks.

3) Circuit-level studies that aim to understand and model
the RowHammer phenomenon.

4) Other works that exploit RowHammer for various
purposes.

5) Works that build platforms to study RowHammer.
6) Pop culture references to RowHammer.

3Several early patent applications propose to maintain an array of counters
(“detection logic”) in either the memory controller [25], [27], [88] or in the
DRAM chips themselves [26], [28], [87]. If the counters are tagged with the
addresses of only the most recently activated rows, the number of required
counters can be significantly reduced [88].

7) Works that show that the RowHammer phenomenon
continues to exist in future generation DRAM chips
younger than the ones we examined in our original ISCA
2014 paper.

While we describe the works, we also point out the potential
for future research in each topic area.

A. Exploits Using RowHammer

Inspired by our ISCA 2014 paper’s fundamental find-
ings, researchers from Google Project Zero demonstrated
in 2015 that RowHammer can be effectively exploited
by user-level programs to gain kernel privileges on real
systems [213], [214]. Google Project Zero presented two
exploits using RowHammer. The first exploit runs as a Native
Client (NaCl) program and escalates privilege to escape from
the x86-64 sandbox environment. Since NaCl statically val-
idates code before running it, Google Project Zero simply
shows that an attacker can modify safe instructions to become
unsafe. The second exploit, which is even more powerful, runs
as a normal x86-64 process on Linux and escalates privilege
to gain access to all of physical memory and thus take over the
entire system. The attacker hammers a page table entry (PTE)
such that it changes the PTE to point to a page table owned
by the attacking process. This gives the attacking process full
read–write access to its own page table and hence to all of
physical memory, which enables the attacking process to take
over the entire system.

Tens of other works since then demonstrated other attacks
exploiting RowHammer and we explain several of them in
some detail here. One involves the takeover of a victim VM
by another attacker VM running on the same system [205].
In [205], the attacker VM writes a memory page that it
knows exists in the victim VM at a RowHammer-vulnerable
memory location. If memory deduplication merges the vic-
tim VM’s and attacker VM’s duplicate pages to the attacker
VM page’s location, the attacker can then induce RowHammer
failures in the deduplicated page’s data, which is shared by
both attacker and victim. Since RowHammer attacks mod-
ify memory without writes, the deduplication engine does not
detect the modification to memory, and the victim VM contin-
ues to use the corrupted page. The authors show two attacks
using this method. The first attack compromises OpenSSH [10]
by modifying the public keys in a victim VM such that
the attacker can easily generate a private key that matches
the modified public key. It is easier to generate a private
key when a public key becomes easily factorable. The sec-
ond attack compromises the Linux package installation tool,
apt-get [8] using two steps. First, the attacker flips a bit in the
apt-get domain name of the victim, such that the victim’s apt-
get requests are redirected to a malicious repository. Second,
the attacker flips a bit in the page containing the Ubuntu
Archive Signing Keys, which are used to check the validity
of packages before installation. Thus, this paper exploits the
RowHammer vulnerability to break both OpenSSH public key
authentication and install malicious software via widely used
installation tools.

The Drammer work [239] demonstrates an attack that
exploits RowHammer on a mobile device using a mali-
cious user-level application that requires no permissions.
This is the first demonstration of RowHammer attacks on
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ARM-based systems. The work takes advantage of the deter-
ministic memory allocation patterns in the Android Linux
Operating System. By exploiting these deterministic memory
allocation patterns, the authors present a methodology for
forcing a victim process to allocate its PTE in a RowHammer-
vulnerable region of memory. To do this, the attacker process
must essentially allocate all possible memory regions for a
page table allocation and then release the page table alloca-
tion that contains the RowHammer-vulnerable DRAM cells
at bit offsets that enable exploitation. Because of the use
of buddy allocation [134] (an allocation scheme that forces
allocations to the smallest available contiguous region of
memory) in Linux platforms, the attacker does not need to
allocate all of memory and risk crashing the system. The
researchers found 18 out of 27 phone models to be vulnerable
to RowHammer and have since released a mobile applica-
tion that tests memory for RowHammer-vulnerable cells and
aggregates statistics on how widespread the RowHammer
phenomenon is on mobile devices. This paper shows that exist-
ing mobile systems are widely vulnerable to RowHammer
attacks.

Gruss et al. [90] demonstrated a remote takeover of a
server vulnerable to RowHammer via JavaScript code exe-
cution. Since JavaScript is present and enabled by default in
every modern browser, this paper demonstrates the proof-of-
concept that the RowHammer attack can be launched by a
Website to gain root privileges on a system that visits the
Website.

Other works that have demonstrated attacks exploiting
RowHammer include takeover of a mobile system by trig-
gering RowHammer using the WebGL interface on a mobile
GPU [76], [89], takeover of a remote system by triggering
RowHammer through the RDMA protocol [156], [233], and
various other attacks [12], [31]–[33], [37], [54], [66], [73],
[89], [107], [196], [197], [199], [234], [249], [258]. Thus,
RowHammer has widespread and profound real implications
on system security, as it breaks memory isolation on top of
which modern system security principles are built.

This paper has inspired many researchers to exploit
RowHammer to devise new attacks. As mentioned earlier, tens
of papers were written in top security venues that demonstrate
various practical attacks exploiting RowHammer (e.g., [12],
[31]–[33], [37], [54], [66], [73], [76], [89], [90], [107], [156],
[196], [197], [199], [205], [213], [214], [233], [234], [239],
[249], and [258]). These attacks started with Google Project
Zero’s first work in 2015 [213], [214] and they continue to this
date, with the latest ones that we know of being published in
late 2018 [31], [33], [54], [156], [197], [233], [234], [258]
and mid 2019 [66]. We believe there is a lot more to come in
this direction: as systems security researchers understand more
about RowHammer, and as the RowHammer phenomenon
continues to fundamentally affect memory chips due to tech-
nology scaling problems [174], researchers and practitioners
will develop different types of attacks to exploit RowHammer
in various contexts and in many more creative ways. Various
recent reports suggest that new-generation DDR4 DRAM and
other DRAM chips are vulnerable to RowHammer [12], [17],
[66], [140], [196], as we examine further in Section III-G, so
the fundamental security research on RowHammer is likely to
continue into the future.

B. Defenses Against RowHammer

This paper also inspired many solution and mitigation tech-
niques for RowHammer from both researchers and industry
practitioners. Apple [21] publicly mentioned, in their crit-
ical security release for RowHammer, that they increased
the memory refresh rates due to the “original research by
Kim et al. [133].” The industry-standard Memtest86 program,
which is used to test deployed memory chips for errors, was
updated, including a RowHammer test, acknowledging our
ISCA 2014 paper [192]. Many academic works developed
solutions to RowHammer, working from our original research
(e.g., [23], [38], [40], [81], [105], [119], [150], [188], [220],
[224], and [240]). Additionally, many patents for solutions to
RowHammer have been filed [25]–[28], [30], [88]. We believe
such solutions will continue to be generated in both academia
and industry, extending RowHammer’s impact into the very
long term. We cover some of these solutions in this section.

Given that RowHammer is such a critical vulnerability, it
is important to find both immediate and long-term solutions
to the RowHammer problem (as well as related problems that
might cause similar vulnerabilities). The goal of the immediate
solutions is to ensure that existing systems are patched such
that the vulnerable DRAM devices that are already in the field
cannot be exploited. The goal of the long-term solutions is
to ensure that future DRAM devices do not suffer from the
RowHammer problem when they are released into the field.

Given that immediate solutions require mechanisms that
already exist in systems operating in the field, they are
fundamentally more limited. A popular immediate solution,
described and analyzed by our ISCA 2014 paper [132], is
to increase the refresh rate of memory such that the proba-
bility of inducing a RowHammer error before DRAM cells
get refreshed is reduced. Several major system manufacturers
(including Apple, HP, Cisco, Lenovo, and IBM) have adopted
this solution and released security patches that increased
DRAM refresh rates (e.g., [21], [75], [100], and [152]) in the
memory controllers. While this solution might be practical and
effective in reducing the vulnerability, it has the significant
drawbacks of increasing energy/power consumption, reducing
system performance, and degrading quality of service expe-
rienced by user programs. Our paper shows that the refresh
rate needs to be increased by 7.8× its nominal value today,
if we want to eliminate all RowHammer-induced errors we
saw in our tests of 129 DRAM modules! Fig. 2 demonstrates
this paper: if we examine the most RowHammer-vulnerable
module that we test from each manufacturers A, B, and C,
we find that completely eliminating the RowHammer-induced
errors requires us to reduce the refresh interval from the nom-
inal 64–8.2 ms, leading to a 7.8× increase in the refresh rate.
Since DRAM refresh is already a significant burden [59],
[112], [114], [158], [194], [201] on energy consumption,
performance, and quality of service, increasing it by any
significant amount would only exacerbate the problem. Yet,
increased refresh rate is likely the most practical immediate
solution to RowHammer that does not require any significant
change to the system.

Other immediate solutions modify the software [38], [105],
[106], [136], [188], [213], [240], [248]. For example, ANVIL
proposes software-based detection of RowHammer attacks by
monitoring via hardware performance counters and selective
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Fig. 2. Number of RowHammer-induced errors observed on the most
RowHammer-vulnerable module of each DRAM manufacturers A, B, and
C, as the refresh interval is varied from 8 to 128 ms (reproduced from [132]).

explicit refreshing of victim rows that are found to be
under attack [23]. One short-term approach to mitigating
RowHammer attacks is intelligently allocating and physically
isolating pages such that RowHammer cannot affect impor-
tant pages [38], [136], [240]. Brasser et al. [38] extended the
physical memory allocator of the operating system to allocate
memory in such a way that isolates memory pages of different
system entities. Van der Veen et al. [240] prevented DMA-
based attacks by isolating DMA buffers with additional buffer
rows (i.e., guard rows) that do not store data. This ensures
that any DMA-based attack can only induce RowHammer
bit flips in the guard rows without affecting rows containing
important data. Another approach for mitigating RowHammer
statically analyzes code to identify code segments that are
probably RowHammer attacks and prevents them prior to exe-
cution [105]. ZebRAM [136] reserves odd rows as “safe” rows
and even rows as “unsafe” rows such that hammering a safe
row should never result in a RowHammer failure in another
safe row. The unsafe rows are used as swap space and a por-
tion of safe rows are used as a cache for data in the unsafe-row
swap space. Whenever data in unsafe rows is migrated to safe
rows, ZebRAM performs software integrity checks and error
correction. Unfortunately, such software-based solutions usu-
ally: 1) require modifications to system software; 2) might be
intrusive to system operation; and/or 3) might cause signif-
icant performance or memory space overheads (yet they are
still promising to research).

As briefly discussed in Section II-E, our ISCA 2014
paper [132] discusses and analyzes seven short-term and long-
term countermeasures to the RowHammer problem. The first
six solutions are as follows.

1) Making better DRAM chips that are not vulnerable.
2) Using (strong) ECCs to correct RowHammer-induced

errors.
3) Increasing the refresh rate for all of memory.
4) Statically remapping/retiring RowHammer-prone cells

via a one-time post-manufacturing analysis.
5) Dynamically remapping/retiring RowHammer-prone

cells during system operation.
6) Accurately identifying hammered rows during runtime

and refreshing their neighbors.

TABLE I
UNCORRECTABLE MULTIBIT ROWHAMMER ERRORS (IN BOLD)

OBSERVED ON THE MOST ROWHAMMER-VULNERABLE MODULE

OF EACH DRAM MANUFACTURERS A, B, AND C
(REPRODUCED FROM [132])

This paper shows that the first six solutions are not very desir-
able as they come at significant power, performance, or cost
overheads. We already discussed the overheads of increasing
the refresh rates across the board. Similarly, the use of sim-
ple single-error correcting double-error detecting (SECDED)
ECCs, as employed in many server and datacenter systems,
is not enough to prevent all RowHammer errors, as some
cache blocks experience two or more bit flips, which are
not correctable by SECDED ECC, as we have shown in our
ISCA 2014 paper [132]. Table I demonstrates this by showing
how many 64-bit words in the full address-space (0–2 GB)
of the most RowHammer-vulnerable DRAM modules of the
three major DRAM manufacturers contain 1, 2, 3, or 4 victim
cells. While most words have just a single victim, there are
also some words with multiple victims. Thus, stronger ECC
is very likely required to correct RowHammer errors, which
comes at the cost of additional energy, performance, cost, and
DRAM capacity overheads.4 Alternatively, the sixth solution
described above, i.e., accurately identifying a row as a ham-
mered row requires keeping track of access counters for a large
number of rows in the memory controller [119], potentially
leading to very large hardware area and power consumption,
and performance, overheads.

There are many other works that propose long-term solu-
tions [28], [30], [40], [68], [81], [82], [88], [110], [127], [133],
[150], [211], [220], [224], [241], [243], building on our orig-
inal work. Son et al. [224] used a probabilistic mechanism
similar to PARA in the original RowHammer paper in addi-
tion to a small stack for maintaining access history information
to determine whether adjacent rows need to be refreshed to
avoid bit flips. References [150], [220], [241], and [243] are
counter-based defenses that rely on maintaining access counts
to DRAM rows and refreshing adjacent rows when the access
count of a row exceeds a predetermined threshold. These
works focus on reducing the overhead of counting accesses
to DRAM addresses to enable a viable implementation of the
sixth solution we described above.

We believe the long-term solution to RowHammer can actu-
ally be very simple and low cost: when the memory controller
closes a row (after it was activated), it, with a very low prob-
ability, refreshes the adjacent rows. The probability value is a

4Note that protecting all memory rows with strong ECC is likely a wasteful
solution for RowHammer because RowHammer-induced bit-flips are access-
pattern dependent; they are not randomly occurring bit-flips. Since only a
small number of rows can be hammered at a given time, paying the capacity,
cost, and energy overheads of extra redundancy required for strong ECC for
all memory rows, solely to protect them against RowHammer, is likely not
an efficient solution to the RowHammer problem.
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parameter determined by the system designer or provided pro-
grammatically, if needed, to trade off between performance
overhead and vulnerability protection guarantees. We show
that this probabilistic solution, called PARA, is extremely
effective: it eliminates the RowHammer vulnerability, provid-
ing much higher reliability guarantees than modern hard disks
today, while requiring no storage cost and having negligible
performance and energy overheads [132].

PARA is not immediately implementable in an existing
system because it requires changes to either the memory
controllers or the DRAM chips, depending on where it is
implemented. If PARA is implemented in the memory con-
troller, the memory controller needs to obtain information on
which rows are adjacent to each other in a DRAM bank. This
information is currently unknown to the memory controller
as DRAM manufacturers can internally remap rows to other
locations [115], [116], [132], [149], [159] for various reasons,
including for tolerating various types of faults. However, this
information can be simply provided by the DRAM chip to
the memory controller using the serial presence detect read-
only memory present in modern DRAM modules, as described
in our ISCA 2014 paper [132]. It appears that some very
recent Intel memory controllers implement a limited variant
of PARA, whose adjacent-row activation probability can be
chosen by the user via modifications in the BIOS [5]. If
PARA is implemented in the DRAM chip, then the hard-
ware interface to the DRAM chip should be such that it
allows DRAM-internal refresh operations that are not initi-
ated by an external memory controller. This could be achieved
with the addition of a new DRAM command, like the tar-
geted refresh command proposed in a patent by Intel [29].
In 3-D-stacked memory technologies [129], [148], e.g., high
bandwidth memory (HBM) [108], [148] or hybrid memory
cube (HMC) [7], which combine logic and memory in a tightly
integrated fashion, the logic layer can be easily modified to
implement PARA.5 Alternatively, if the memory interface is
asynchronous with the processor, a simple controller that is
tightly coupled with the memory chip can freely and easily
implement PARA internally to the memory chip.

All these implementations of the promising PARA solu-
tion are examples of much better cooperation between
memory controller and the DRAM chips. Regardless of
the exact implementation, we believe RowHammer, and
other upcoming reliability vulnerabilities like RowHammer,
can be much more easily found, mitigated, and prevented
with better cooperation between and co-design of system
and memory, i.e., system-memory co-design [173]. System-
memory co-design is explored by recent works for mitigating
various DRAM-based security and DRAM scaling issues,
including retention failures and performance problems

5Alternatively, for a solution like PARA to be implemented in the DRAM
chip, without modifying the hardware interface to the DRAM chip, one
can exploit the timing slack in the DRAM timing parameters that already
exist under various conditions. For example, the timing slack in the specified
precharge timing parameter or the refresh latency parameter can be exploited
by the DRAM chip itself to internally issue refresh operations to targeted
rows with some probability. Even though such timing slack exists in DRAM
chips, as shown by many recent experimental studies [57], [69], [124], [146],
[149], we do not believe this is a robust solution since: 1) the timing slack
may not exist under all operating conditions or for all chips and 2) many
studies would like to reduce the timing slack as much as possible to improve
DRAM performance and energy [57], [69], [124], [146], [149].

(e.g., [56], [57], [59], [97], [112]–[116], [124]–[126],
[128], [132], [145]–[147], [149], [158], [159], [163], [173],
[181], [201], [203], [215]–[217], [229]–[231], [235], [236],
and [250]). Taking the system-memory co-design
approach further, providing more intelligence and
configurability/programmability/patch-ability in the memory
controller can greatly ease the tolerance to errors like
RowHammer: when a new failure mechanism in memory
is discovered, the memory controller can be config-
ured/programmed/patched to execute specialized functions
to profile and correct for such mechanisms. We believe
this direction is very promising, and several works have
explored online profiling mechanisms for fixing retention
errors [114]–[117], [194], [201], reducing latency [149],
and reducing energy consumption [58]. These works pro-
vide examples of how an intelligent memory controller
can alleviate the retention failures, and thus the DRAM
refresh problem [158], [159], as well as the DRAM latency
problem [145], [146].

C. Circuit-Level Studies of RowHammer

A very recent work [252] presents evidence via 3-D CAD
simulations with single charge traps, that the RowHammer
effect is governed by the charge pumping process. The
RowHammer effect is exacerbated when charge is captured
around an aggressor wordline and carriers migrate to vic-
tim wordlines. The authors also find that feature size scaling
aggravates the RowHammer effect, which could make it more
difficult to mitigate in future DRAM generations.

Yun et al. [255] provided a study of the effects of irradiat-
ing DRAM on the RowHammer phenomenon, with two major
findings. First, the study finds that irradiating DRAM with
gamma rays increases the number of DRAM rows that are
vulnerable to RowHammer. Second, the authors correlated the
cells that are vulnerable to RowHammer with those that have
low data retention times and they found almost no correlation,
corroborating the results of our ISCA 2014 paper.

Lim et al. [155] also irradiated DRAM with gamma rays,
which results in cells with lower data retention times and
cells with a higher susceptibility to RowHammer failures. The
authors then performed temperature annealing (i.e., a method
for baking DRAM at a high temperature to “repair” retention-
weak cells) on the DRAM devices and found that cells that
experience a higher susceptibility to RowHammer after irradi-
ation maintain the higher susceptibility to RowHammer even
after temperature annealing.

Ryu et al. [208] presented evidence that hydrogen (H2)
annealing of cell-transistors during the dry etch process shows
a reduction in interface trap density. Since the RowHammer
failure is mainly caused by the traps in the interface (according
to the authors’ hypotheses), the authors show that this tech-
nique can help to improve DRAM reliability against crosstalk
and thus alleviate RowHammer attacks.

Park et al. [190], [191] experimentally tested DDR3 devices
for RowHammer susceptibility, showed statistical distributions
of RowHammer failures across many devices, and presented
evidence that the root cause of the RowHammer phenomenon
is charge recombination of the victim cell with electrons
from the current channels between neighboring cells and their
corresponding bitlines.
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D. Other Works Exploiting RowHammer

There are other papers that build upon RowHammer but
do not necessarily show a RowHammer attack or defense.
One work shows that the RowHammer phenomenon can be
used as a security primitive. Schaller et al. [210] showed that
RowHammer can be used as an effective physical unclonable
function (PUF), a function that generates unique identifiers
(i.e., fingerprints) of a device based on the unique proper-
ties of the device due to manufacturing variation. The authors
experimentally showed that by reserving a region of memory
and inducing RowHammer failures in each of the rows of
the region, they can generate bit flips in the region whose
locations are unique to the device and can be used to iden-
tify the device. A more recent work [256] presents an attack
on the RowHammer-based PUF [210] by effectively showing
that hammering on rows surrounding the region reserved by
the RowHammer-based PUF causes the rows at the edges of
the reserved DRAM region to have an increased number of bit
flips. This results in a modification of the resulting fingerprint,
which then results in an unidentifiable device.

E. Platforms for Studying RowHammer

Many prior works present ways to make studying
RowHammer easier. Reference [74] describes their Raspberry
Pi operating system for exploring memory concepts simply due
to a direct linear mapping between virtual addressses to physical
addresses. This mitigates the difficulty of determining which
DRAM rows are physically adjacent. SoftMC [98], [223] is an
FPGA-based memory controller implementation that enables
testing custom DRAM timing parameter values with direct
access to DRAM physical addresses. Drammer [70], [71] is
an open-source Android application that tests mobile devices
for vulnerability to the RowHammer exploit and gathers data
from users to determine how widespread the RowHammer
vulnerability is across many generations of mobile devices.
MemTest86 [192] is software that tests DRAM for many types
of reliability issues. As described above, after our original ISCA
2014 paper, MemTest86 developers added RowHammer testing
to their suite, which enables users to test their system for the
RowHammer vulnerability. References [31], [106], and [188]
provide methods for reverse engineering DRAM address map-
ping such that attackers can determine the two rows that
surround a victim row and hammer the victim row more
effectively for causing RowHammer failures. Vila et al. [242]
provided an algorithm for determining the eviction set of cache
lines in linear time such that an attacker can maximize accesses
to DRAM even when caching is unavoidable. Aichinger [17]
repurposed a DDR protocol analyzer with a DIMM interposer
to count the activations to each row within a 64-ms interval to
detect whether RowHammer occurs in any application.

F. Media References to RowHammer

Our ISCA 2014 work also turned RowHammer into a popu-
lar phenomenon (e.g., [1], [2], [16], [39], [65], [83]–[85], [94],
[104], [118], [138], [140], [185]–[187], [192], [209], [214],
[237], [238], and [244]), which, in turn, has helped make
hardware security even more “mainstream” in popular media
and the broader security community. It showed that hardware
reliability problems can be very serious security threats that

have to be defended against. A well-read article from the
Wired magazine, all about RowHammer, is entitled “Forget
Software—Now Hackers are Exploiting Physics!” [86], indi-
cating the shift of mindset toward very low-level hardware
security vulnerabilities in the popular mainstream security
community. Many other popular articles in press have been
written about RowHammer, many of which pointing to our
ISCA 2014 work [132] as the first demonstration and scientific
analysis of the RowHammer problem. Showing that hardware
reliability problems can be serious security threats and pulling
them to the popular discussion space, and thus influencing the
mainstream discourse, creates a very long term impact for the
RowHammer problem and thus our original ISCA 2014 paper.

G. Persistence of RowHammer Failures in Modern DRAM

Unfortunately, despite the many proposals in industry and
academia to fix the RowHammer issue, RowHammer failures
still seem to be observable in state-of-the-art DRAM devices
in a variety of generations and standards (e.g., DDR4 [12],
[17], [140], [196], ECC DRAM [66], LPDDR3, and LPDDR2
DRAM [239]). This persisting phenomenon suggests that the
security vulnerabilities might continue in the current genera-
tion of DRAM chips as well. As such, it is critical to continue
to investigate solutions to the RowHammer vulnerability.

H. RowHammer in Broader Context

Springing off from the stir created by RowHammer, we take
a step back and argue that there is little that is surprising
about the fact that we are seeing disturbance errors in the
heavily scaled DRAM chips of today. Disturbance errors are
a general class of reliability problems that is present in not
only DRAM, but also other memory and storage technolo-
gies. All scaled memory technologies, including SRAM [62],
[93], [120], flash [42], [45], [46], [50]–[53], [67], [165],
[166], [169], [212], and hard disk drives [109], [232], [247],
exhibit such disturbance problems. In fact, two of our works
experimentally examine read disturb errors in flash memory.

1) Our original work in DATE 2012 [42] that provides a
rigorous experimental study of error patterns in mod-
ern MLC NAND flash memory chips demonstrates the
importance of read disturb error patterns.

2) Our recent work at DSN 2015 [51] experimentally char-
acterizes the read disturb errors in flash memory, shows
that the problem is widespread in recent flash memory
chips, and develops mechanisms to correct such errors
in the flash memory controller.

Even though the mechanisms that cause the bit flips are dif-
ferent in different technologies, the high-level root cause of
the problem, cell-to-cell interference, due to the fact that the
memory cells are too close to each other, is a fundamen-
tal issue that appears and will likely continue to appear in
any technology that scales down to small enough technol-
ogy nodes [53], [252]. Thus, we should expect such problems
to continue as we scale any memory technology, including
emerging ones, to higher densities.

What sets DRAM disturbance errors apart from other tech-
nologies’ disturbance errors is that: 1) DRAM is exposed to the
user-level programs and manipulated directly by a program’s
load and store instructions (which we do not anticipate to
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change any time soon, since direct data manipulation in main
memory is a fundamental component of programming lan-
guages and systems) and 2) in modern DRAM, as opposed to
other technologies, strong error correction mechanisms are not
commonly employed (either in the memory controller or the
memory chip). The success of DRAM scaling until recently
has not relied on a memory controller that corrects errors
(other than performing periodic refresh and more recently
employing very simple single-ECCs [9], [112], [183], [184],
[189], [193]). Instead, DRAM chips were implicitly assumed
to be error-free and did not require the help of the controller to
operate correctly. Thus, such errors were perhaps not as eas-
ily anticipated and corrected within the context of DRAM. In
contrast, the success of other technologies, e.g., flash memory
and hard disks, has heavily relied on the existence of an intel-
ligent controller that plays a key role in correcting errors and
making up for reliability problems of the memory chips them-
selves [52]. This has not only enabled the correct operation
of assumed-faulty memory chips but also enabled a mindset
where the controllers are co-designed with the chips them-
selves, covering up the memory technology’s deficiencies and
hence perhaps enabling better anticipation of errors with tech-
nology scaling. This approach is very prominent in modern
solid-state drives (SSDs), for example, where the flash memory
controller employs a wide variety of error mitigation and cor-
rection mechanisms [42]–[48], [50]–[53], [164], including not
only sophisticated strong ECC mechanisms but also targeted
voltage optimization, retention mitigation and disturbance mit-
igation techniques. We believe changing the mindset in modern
DRAM to a similar mindset of assumed-faulty memory chip
and an intelligent memory controller that makes it operate
correctly cannot only enable better anticipation and correction
of future issues like RowHammer but also better scaling of
DRAM into future technology nodes [173].

IV. ONGOING AND FUTURE WORK

We believe there is a lot more research to come that will
build on RowHammer, from at least three perspectives: 1) the
security attack perspective; 2) the defense/mitigation perspec-
tive; and 3) a broader understanding, modeling, and prevention
perspective.

As systems security researchers understand more about
RowHammer, and as the RowHammer phenomenon continues
to fundamentally affect memory chips due to technology scal-
ing problems [174], researchers and practitioners will develop
different types of attacks to exploit RowHammer in vari-
ous contexts and in many more creative ways. RowHammer
is a critical problem that manifests in the difficulties in
DRAM scaling and is expected to only become worse in
the future [175], [180], [181]. As we discussed, some recent
reports suggest that new-generation DRAM chips are vulner-
able to RowHammer (e.g., DDR4 [12], [17], [140], [196],
ECC [66], [132], and LPDDR3 and LPDDR2 [239]). This
indicates that effectively mitigating the RowHammer problem
with low overhead is difficult and becomes more difficult as
process technology scales further. Even with the wide array of
works that build on top of RowHammer, we believe that these
papers have yet to scratch the surface of this field of reliability
and security, especially as manufacturing technology scaling
continues in all technologies. It is critical to deeply understand

the underlying factors of the RowHammer problem (and more
generally the crosstalk problem) such that we can effectively
prevent these issues across all technologies with minimal over-
head. As DRAM cells become even smaller and less reliable,
it is likely for them to become even more vulnerable to com-
plicated and different modes of failure that are sensitized only
under specific access-patterns and/or data-patterns. As a scal-
able solution for the future, our ISCA 2014 paper argues for
adopting a system-level approach [173] to DRAM reliability
and security, in which the DRAM chips, the memory con-
troller, and perhaps the operating system collaborate together
to diagnose/treat emerging DRAM failure modes.

We believe that more and more researchers will focus
on providing security in all aspects of computing so that
such hardware faults that are exposed to the software (and
thus the public) are minimized. RowHammer enabled a shift
of mindset among mainstream security researchers: general-
purpose hardware is fallible (in a very widespread manner)
and its problems are actually exploitable. This shift of mind-
set enabled many systems security researchers to examine
hardware in more depth and understand its inner workings
and vulnerabilities better. We believe it is no coincidence that
two of the groups that concurrently discovered the heavily
publicized Meltdown [157] and Spectre [135] vulnerabilities
(Google Project Zero and TU Graz InfoSec) have heavily
worked on RowHammer attacks before. We believe this shift
in mindset, enabled in good part by the existence and preva-
lence of RowHammer, will continue to be very be important
for discovering and solving other potential vulnerabilities that
may rise as a result of both technology scaling and hardware
design.

A. Other Potential Vulnerabilities

We believe that, as memory technologies scale to higher
densities, other problems may start appearing (or may already
be going unnoticed) that can potentially threaten the founda-
tions of secure systems. There have been recent large-scale
field studies of memory errors showing that both DRAM
and NAND flash memory technologies are becoming less reli-
able [42], [50], [52], [53], [165], [166], [169], [170], [173],
[174], [181], [194], [212], [225]–[227]. As detailed experi-
mental analyses of real DRAM and NAND flash chips show,
both technologies are becoming much more vulnerable to cell-
to-cell interference effects [42], [45]–[48], [51]–[53], [132],
[164], [173], [174], [176], [181], data retention is becom-
ing significantly more difficult in both technologies [42]–[44],
[46], [50], [52], [53], [59], [112], [114]–[116], [158], [159],
[162], [165]–[167], [173], [176], [181], [201], and error vari-
ation within and across chip, and across operating conditions,
is increasingly prominent [42], [46], [55], [57], [124]–[126],
[146], [149], [159]. Emerging memory technologies [168],
[173], such as phase-change memory [141]–[143], [200],
[202], [204], [245], [253], [254], [259], STT-MRAM [61],
[137], and RRAM/ReRAM/memristors [246] are likely to
exhibit similar and perhaps even more exacerbated reliability
issues. We believe, if not carefully accounted for and corrected,
these reliability problems may surface as security problems as
well, as in the case of RowHammer, especially if the technol-
ogy is employed as part of the main memory system that is
directly exposed to user-level programs.
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We briefly examine two example potential vulnerabilities.
We believe future work examining these vulnerabilities, among
others, are promising for both fixing the vulnerabilities and
enabling the effective scaling of memory technology.

1) Data Retention Failures: Data retention is a fundamen-
tal reliability problem, and hence a potential vulnerability,
in especially charge-based memories like DRAM and flash
memory. This is because charge leaks out of the charge stor-
age unit (e.g., the DRAM capacitor or the NAND flash floating
gate) over time. As such memories become denser, three major
trends make data retention more difficult [50], [112], [158],
[159]. First, the number of memory cells increases, leading to
the need for more refresh operations to maintain data correctly.
Second, the charge storage unit (e.g., the DRAM capacitor)
becomes smaller and/or morphs in structure, leading to poten-
tially lower retention times. Third, the voltage margins that
separate one data value from another become smaller (e.g.,
the same voltage window gets divided into more “states” in
NAND flash memory, to store more bits per cell), and, as
a result, the same amount of charge loss is more likely to
cause a bit error in a smaller technology node than in a
larger one.

a) DRAM data retention issues: Data retention issues
in DRAM are a fundamental scaling limiter of the DRAM
technology [112], [159], [173]. We have shown, in recent
works based on rigorous experimental analyses of modern
DRAM chips [114], [116], [117], [159], [194], [201], that
determining the minimum retention time of a DRAM cell is
getting significantly more difficult. Thus, determining the cor-
rect rate at which to refresh DRAM cells has become more
difficult, as also indicated by industry [112]. This is due to two
major phenomena, both of which get worse (i.e., become more
prominent) with technology scaling. First, DPD: the retention
time of a DRAM cell is heavily dependent on the data pattern
stored in itself and in the neighboring cells [159]. Second, vari-
able retention time (VRT): the retention time of some DRAM
cells can change drastically over time, due to a memoryless
random process that results in very fast charge loss via a phe-
nomenon called trap-assisted gate-induced drain leakage [159],
[207], [251]. These phenomena greatly complicate the accu-
rate determination of minimum data retention time of DRAM
cells. In fact, VRT, as far as we know, is very difficult to test
for because there seems to be no way of determining that a
cell exhibits VRT until that cell is observed to exhibit VRT
and the time scale of a cell exhibiting VRT does not seem to
be bounded, given the current experimental data [114], [159],
[194], [201]. As a result, some retention errors can easily
slip into the field because of the difficulty of the retention
time testing. Therefore, data retention in DRAM is a vulner-
ability that can greatly affect both reliability and security of
current and future DRAM generations. We encourage future
work to investigate this area further, from both reliability and
security, as well as performance and energy efficiency per-
spectives. Various works in this area provide insights about
the retention time properties of modern DRAM devices based
on experimental data [98], [114], [116], [117], [159], [194],
[201], develop infrastructures to obtain valuable experimen-
tal data [98], and provide potential solutions to the DRAM
retention time problem [59], [114]–[117], [158], [159], [194],
[201], all of which the future works can build on.

Note that data retention failures in DRAM are likely to be
investigated heavily to ensure good performance and energy
efficiency. And, in fact they already are being investigated for
this purpose (see [59], [114]–[117], [158], [194], [201]). We
believe it is important for such investigations to ensure no
new vulnerabilities (e.g., side channels) open up due to the
solutions developed.

b) NAND flash data retention issues: Experimental anal-
ysis of modern flash memory devices show that the dominant
source of errors in flash memory are data retention errors [42],
[52]. As a flash cell wears out, its charge retention capability
degrades [42], [50], [52], [53], [165], [166], [169], [212] and
the cell becomes leakier. As a result, to maintain the original
data stored in the cell, the cell needs to be refreshed [43],
[44]. The frequency of refresh increases as wearout of the cell
increases. We have shown that performing refresh in an adap-
tive manner greatly improves the lifetime of modern multilevel
cell (MLC) NAND flash memory while causing little energy
and performance overheads [43], [44]. Most high-end SSDs
today employ such adaptive refresh mechanisms.

As flash memory scales to smaller manufacturing technol-
ogy nodes and even more bits per cell, data retention becomes
a bigger problem. As such, it is critical to understand the issues
with data retention in flash memory. Our recent work provides
detailed experimental analysis of data retention behavior of
planar and 3-D MLC NAND flash memory [50], [52], [53],
[165], [166]. We show, among other things, that there is a
wide variation in the leakiness of different flash cells: some
cells leak very fast, some cells leak very slowly. This variation
leads to new opportunities for correctly recovering data from
a flash device that has experienced an uncorrectable error: by
identifying which cells are fast-leaking and which cells are
slow-leaking, one can probabilistically estimate the original
values of the cells before the uncorrectable error occurred.
This mechanism, called retention failure recovery, leads to
significant reductions in bit error rate in modern MLC NAND

flash memory [50], [52], [53] and is thus very promising.
Unfortunately, it also points to a potential security and pri-
vacy vulnerability: by analyzing data and cell properties of a
failed device, one can potentially recover the original data. We
believe such vulnerabilities can become more common in the
future and therefore they need to be anticipated, investigated,
and understood.

2) Other Vulnerabilities in NAND Flash Memory: We
believe other sources of error (e.g., cell-to-cell interference)
and cell-to-cell variation in flash memory can also lead vari-
ous vulnerabilities. For example, another type of variation (that
is similar to the variation in cell leakiness that we described
above) exists in the vulnerability of flash memory cells to read
disturbance [51]: some cells are much more prone to read
disturb effects than others. This wide variation among cells
enables one to probabilistically estimate the original values of
cells in flash memory after an uncorrectable error has occurred.
Similarly, one can probabilistically correct the values of cells
in a page by knowing the values of cells in the neighboring
page [47]. These mechanisms [47], [51] are devised to improve
flash memory reliability and lifetime, but the same phenomena
that make them effective in doing so can also lead to potential
vulnerabilities, which we believe are worthy of investigation
to ensure security and privacy of data in flash memories.
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As an example, we have recently shown [48] that it is theo-
retically possible to exploit vulnerabilities in flash memory
programming operations on existing SSDs to cause (mali-
cious) data corruption. This particular vulnerability is caused
by the two-step programming method employed in dense flash
memory devices, e.g., MLC NAND flash memory. An MLC
device partitions the threshold voltage range of a flash cell
into four distributions. In order to reduce the number of errors
introduced during programming of a cell, flash manufacturers
adopt a two-step programming method, where the least sig-
nificant bit of the cell is partially programmed first to some
intermediate threshold voltage, and the most significant bit is
programmed later to bring the cell up to its full threshold
voltage. We find that two-step programming exposes new vul-
nerabilities, as both cell-to-cell program interference and read
disturbance can disrupt the intermediate value stored within
a MLC before the second programming step completes. We
show that it is possible to exploit these vulnerabilities on
existing SSDs to alter the partially programmed data, causing
(malicious) data corruption. We experimentally characterize
the extent of these vulnerabilities using contemporary 1X-nm
(i.e., 15–19 nm) flash chips [48]. Building on our experi-
mental observations, we propose several new mechanisms for
MLC NAND flash that eliminate or mitigate disruptions to
intermediate values, removing or reducing the extent of the
vulnerabilities, mitigating potential exploits, and increasing
flash lifetime by 16% [48]. We believe investigation of such
vulnerabilities in flash memory will lead to more robust flash
memory devices in terms of both reliability and security, as
well as performance. In fact, a recent work from IBM builds
on our work [48] to devise a security attack at the file system
level [139].

B. Prevention

Various reliability problems experienced by scaled memory
technologies, if not carefully anticipated, accounted for,
and corrected, may surface as security problems as well,
as in the case of RowHammer. We believe it is criti-
cal to develop principled methods to understand, anticipate,
and prevent such vulnerabilities. In particular, principled
methods are required for three major steps in the design
process.

First, it is critical to understand the potential failure mecha-
nisms and anticipate them beforehand. To this end, developing
solid methodologies for failure modeling and prediction is crit-
ical. To develop such methodologies, it is essential to have real
experimental data from past and present devices. Data avail-
able both at the small scale (i.e., data obtained via controlled
testing of individual devices, as in, e.g., [42]–[53], [57], [114],
[124]–[126], [146], [159], [164]–[166], [193], and [194]) as
well as at the large scale (i.e., data obtained during in-the-field
operation of the devices, under likely uncontrolled conditions,
as in, e.g., [169] and [170]) can enable accurate models for
failures, which could aid many purposes, including the devel-
opment of better reliability mechanisms and prediction of
problems before they occur.

Second, it is critical to develop principled architectural
methods that can avoid, tolerate, or prevent such failure
mechanisms that can lead to vulnerabilities. For this, we advo-
cate co-architecting of the system and the memory together,

as we described earlier. Designing intelligent, flexible, con-
figurable, programmable, and patch-able memory controllers
that can understand and correct existing and potential fail-
ure mechanisms can greatly alleviate the impact of failure
mechanisms on reliability, security, performance, and energy
efficiency. A system-memory co-design approach can also
enable new opportunities, like performing effective process-
ing near or in the memory device (e.g., [13]–[15], [18], [22],
[24], [34]–[36], [56], [63], [72], [77], [78], [80], [91], [92],
[95], [96], [99], [101], [102], [111], [121]–[123], [151], [153],
[154], [160], [161], [172], [178], [179], [182], [195], [198],
[215]–[219], [221], [222], [228], [257], and [260]). In addition
to designing the memory device together with the controller,
we believe it is important to investigate mechanisms for good
partitioning of duties across the various levels of transforma-
tion in computing, including system software, compilers, and
application software.

Third, it is critical to develop principled methods for elec-
tronic design, automation, and testing, which are in harmony
with the failure modeling/prediction and system reliability
methods, which we mentioned in the above two paragraphs.
Design, automation, and testing methods need to provide
high and predictable coverage of failures and work in con-
junction with architectural and across-stack mechanisms. For
example, enabling effective and low-cost online profiling of
DRAM [114]–[116], [149], [159], [194], [201] in a principled
manner requires cooperation of failure modeling mechanisms,
architectural methods, and design, automation, and testing
methods.

V. CONCLUSION

We provided a retrospective on the RowHammer problem
and our original ISCA 2014 paper [132] that introduced the
problem, and a survey of many flourishing works that have
built on RowHammer. It is clear that the reliability of memory
technologies we greatly depend on is reducing, as these tech-
nologies continue to scale to ever smaller technology nodes in
pursuit of higher densities. These reliability problems, if not
anticipated and corrected, can also open up serious security
vulnerabilities, which can be very difficult to defend against,
if they are discovered in the field. RowHammer is an exam-
ple, likely the first one, of a hardware failure mechanism that
causes a practical and widespread system security vulnera-
bility. As such, its implications on system security research
are tremendous and exciting. We hope the summary, retro-
spective, and commentary we provide in this paper on the
RowHammer phenomenon are useful for understanding the
RowHammer problem, its context, mitigation mechanisms,
and the large body of work that has built on it in the past
five years.

We believe that the need to prevent such reliability and
security vulnerabilities at heavily scaled memory technolo-
gies opens up new avenues for principled approaches to:
1) understanding, modeling, and prediction of failures and vul-
nerabilities and 2) architectural as well as design, automation,
and testing methods for ensuring reliable and secure operation.
We believe the future is very bright for research in reliable and
secure memory systems, and many discoveries abound in the
exciting yet complex intersection of reliability and security
issues in such systems.
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