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Several manufacturers have already started to commercialize near-bank Processing-In-Memory (PIM) archi-
tectures, after decades of research efforts. Near-bank PIM architectures place simple cores close to DRAM
banks. Recent research demonstrates that they can yield significant performance and energy improvements in
parallel applications by alleviating data access costs. Real PIM systems can provide high levels of parallelism,
large aggregate memory bandwidth and low memory access latency, thereby being a good fit to accelerate
the Sparse Matrix Vector Multiplication (SpMV) kernel. SpMV has been characterized as one of the most
significant and thoroughly studied scientific computation kernels. It is primarily a memory-bound kernel with
intensive memory accesses due its algorithmic nature, the compressed matrix format used, and the sparsity
patterns of the input matrices given.

This paper provides the first comprehensive analysis of SpMV on a real-world PIM architecture, and presents
SparseP , the first SpMV library for real PIM architectures.Wemake three key contributions. First, we implement
a wide variety of software strategies on SpMV for a multithreaded PIM core, including (1) various compressed
matrix formats, (2) load balancing schemes across parallel threads and (3) synchronization approaches, and
characterize the computational limits of a single multithreaded PIM core. Second, we design various load
balancing schemes across multiple PIM cores, and two types of data partitioning techniques to execute SpMV
on thousands of PIM cores: (1) 1D-partitioned kernels to perform the complete SpMV computation only using
PIM cores, and (2) 2D-partitioned kernels to strive a balance between computation and data transfer costs to
PIM-enabled memory. Third, we compare SpMV execution on a real-world PIM system with 2528 PIM cores to
an Intel Xeon CPU and an NVIDIA Tesla V100 GPU to study the performance and energy efficiency of various
devices, i.e., both memory-centric PIM systems and conventional processor-centric CPU/GPU systems, for
the SpMV kernel. SparseP software package provides 25 SpMV kernels for real PIM systems supporting the
four most widely used compressed matrix formats, i.e., CSR, COO, BCSR and BCOO, and a wide range of data
types. SparseP is publicly and freely available at https://github.com/CMU-SAFARI/SparseP. Our extensive
evaluation using 26 matrices with various sparsity patterns provides new insights and recommendations for
software designers and hardware architects to efficiently accelerate the SpMV kernel on real PIM systems.
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1 Introduction
Sparse Matrix Vector Multiplication (SpMV) is a fundamental linear algebra kernel for important
applications from the scientific computing, machine learning, and graph analytics domains. In
commodity systems, it has been repeatedly reported to achieve only a small fraction of the peak
performance [25, 27, 38, 49, 52, 73, 106–108, 113] due to its algorithmic nature, the employed
compressed matrix storage format, and the sparsity pattern of the input matrix. SpMV performs
indirect memory references as a result of storing the matrix in a compressed format, and irregular
memory accesses to the input vector due to sparsity. The matrices involved are very sparse, i.e., the
vast majority of elements are zeros [25, 27, 38, 51, 67, 96]. For example, the matrices that represent
Facebook’s and YouTube’s network connectivity contain 0.0003% [51, 67] and 2.31% [51, 96] non-zero
elements, respectively. Therefore, in processor-centric systems, SpMV is a memory-bandwidth-
bound kernel for the majority of real sparse matrices, and is bottlenecked by data movement
between memory and processors [24–27, 37, 38, 43, 49, 52, 59, 60, 73, 87, 106–108, 112].

One promising way to alleviate the data movement bottleneck is the Processing-In-Memory (PIM)
paradigm [1, 4, 23, 30, 33, 34, 36, 37, 43, 54, 61, 62, 66, 80]. PIMmoves computation close to application
data by equipping memory chips with processing capabilities [80]. Prior works [1, 30, 33, 34, 36]
propose PIM architectures wherein a processor logic layer is tightly integrated with DRAMmemory
layers using 2.5D/3D-stacking technologies. Nonetheless, the 2.5D/3D integration itself might not
always be able to provide significantly higher memory bandwidth for processors than standard
DRAM [4, 66]. To provide even higher bandwidth for the in-memory processors, near-bank PIM
designs have been explored [4, 17, 23, 37, 43, 62, 66, 104]. Near-bank PIM designs tightly couple
a PIM core with each DRAM bank, exploiting bank-level parallelism to expose high on-chip
memory bandwidth of standard DRAM to processors. Moreover, manufacturers of near-bank PIM
architectures avoid disturbing the key components (i.e., subarray and bank) of commodity DRAM
to provide a cost-efficient and practical way for silicon materialization. Two real near-bank PIM
architectures are Samsung’s FIMDRAM [62, 66] and the UPMEM PIM system [23, 37, 43, 103].
Most near-bank PIM architectures [4, 17, 23, 37, 43, 62, 66, 104] support several PIM-enabled

memory chips connected to a host CPU via memory channels. Each memory chip comprises
multiple PIM cores, which are low-area and low-power cores with relatively low computation
capability [37, 43], and each of them is located close to a DRAM bank [4, 17, 23, 37, 43, 62, 66, 104].
Each PIM core can access data located on their local DRAM banks, and typically there is no
direct communication channel among PIM cores. Overall, near-bank PIM architectures provide
high levels of parallelism and very large memory bandwidth, thereby being a very promising
computing platform to accelerate memory-bound kernels. Recent works leverage near-bank PIM
architectures to provide high performance and energy benefits on bioinformatics [37, 43, 64] and
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neural network [37, 43, 66] kernels. However, there is no prior work to thoroughly study the widely
used, memory-bound SpMV kernel on a real PIM system.
Our work is the first to efficiently map the SpMV execution kernel on near-bank PIM systems,

and understand its performance implications on a real PIM system. Specifically, our goal in this
work is twofold: (i) design efficient SpMV algorithms to accelerate this kernel in current and future
PIM systems, while covering a wide variety of sparse matrices with diverse sparsity patterns,
and (ii) provide an extensive characterization analysis of the widely used SpMV kernel on a real
PIM architecture. To this end, we provide a wide variety of SpMV implementations for real PIM
architectures, and conduct a rigorous experimental analysis of SpMV kernels in the UPMEM PIM
system, the first publicly-available real-world PIM architecture.
We present the SparseP library [40] that includes 25 SpMV kernels for real PIM systems, sup-

porting various (1) data types, (2) data partitioning techniques of the sparse matrix to PIM-enabled
memory, (3) compressed matrix formats, (4) load balancing schemes across PIM cores, (5) load
balancing schemes across threads of a multithreaded PIM core, and (6) synchronization approaches
among threads within PIM core. We support a wide range of data types, i.e., 8-bit integer, 16-bit
integer, 32-bit integer, 64-bit integer, 32-bit float and 64-bit float data types to cover a wide variety
of real-world applications that employ SpMV as their underlying kernel. We design two types of
well-crafted data partitioning techniques: (i) the 1D partitioning technique to perform the complete
SpMV computation only using PIM cores, and (ii) the 2D partitioning technique to strive a balance
between computation and data transfer costs to PIM-enabled memory. In the 1D partitioning
technique, the matrix is horizontally partitioned across PIM cores, and the whole input vector is
copied into the DRAM bank of each PIM core, while PIM cores directly compute the elements of
the final output vector. In the 2D partitioning technique, the matrix is split in 2D tiles, the number
of which is equal to the number of PIM cores, and a subset of the elements of the input vector is
copied into the DRAM bank of each PIM core. However, in the 2D partitioning technique, PIM
cores create a large number of partial results for the elements of the output vector which are
gathered and merged by the host CPU cores to assemble the final output vector. We support the
most popular compressed matrix formats, i.e., CSR [11, 90], COO [90, 95], BCSR [48], BCOO [90],
and for each compressed format we implement various load balancing schemes across PIM cores
to provide efficient SpMV execution for a wide variety of sparse matrices with diverse sparsity
patterns. Finally, we design several load balancing schemes and synchronization approaches among
parallel threads within a PIM core to cover a variety of real PIM systems that provide multithreaded
PIM cores.
We conduct an extensive characterization analysis of SparseP kernels on the UPMEM PIM

system [23, 37, 43, 104] analyzing the SpMV execution using (1) one single multithreaded PIM core,
(2) thousands of PIM cores, and (3) comparing it with that achieved on conventional processor-
centric CPU and GPU systems. First, we characterize the limits of a single multithreaded PIM core,
and show that (i) high operation imbalance across threads of a PIM core can impose high overhead
in the core pipeline, and (ii) fine-grained synchronization approaches to increase parallelism cannot
outperform a coarse-grained approach, if PIM hardware serializes accesses to the local DRAM
bank. Second, we analyze the end-to-end SpMV execution of 1D and 2D partitioning techniques
using thousands of PIM cores. Our study indicates that the performance (i) of the 1D partitioning
technique is limited by data transfer costs to broadcast the whole input vector into each DRAM bank
of PIM cores, and (ii) of the 2D partitioning technique is limited by data transfer costs to gather
partial results for the elements of the output vector from PIM-enabled memory to the host CPU.
Such data transfers incur high overheads, because they take place via the narrow memory bus. In
addition, our detailed study across a wide variety of compressed matrix formats and sparse matrices
with diverse sparsity patterns demonstrates that (i) the compressed matrix format determines
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the data partitioning strategy across DRAM banks of PIM-enabled memory, thereby affecting
the computation balance across PIM cores with corresponding performance implications, and
(ii) there is no one-size-fits-all solution. The load balancing scheme across PIM cores (and across
threads within a PIM core) and data partitioning technique that provides the best-performing SpMV
execution depends on the characteristics of the input matrix and the underlying PIM hardware.
Finally, we compare the SpMV execution on a state-of-the-art UPMEM PIM system with 2528 PIM
cores to state-of-the-art CPU and GPU systems, and observe that SpMV on the UPMEM PIM system
achieves a much higher fraction of the machine’s peak performance compared to that on CPU
and GPU systems. Our extensive evaluation provides programming recommendations for software
designers, and suggestions and hints for hardware and system designers of future PIM systems.

Our most significant recommendations for PIM software designers are:
(1) Design algorithms that provide high load balance across threads of a PIM core in terms of

computations, loop control iterations, synchronization points and memory accesses.
(2) Design compressed data structures that can be effectively partitioned across DRAM banks,

with the goal of providing high computation balance across PIM cores.
(3) Design adaptive algorithms that trade off computation balance across PIM cores for lower

data transfer costs to PIM-enabled memory, and adapt their configuration to the particular
patterns of each input given, as well as the characteristics of the PIM hardware.

Our most significant suggestions for PIM hardware and system designers are:
(1) Provide low-cost synchronization support and hardware support to enable concurrent mem-

ory accesses by multiple threads to the local DRAM bank to increase parallelism in a multi-
threaded PIM core.

(2) Optimize the broadcast collective operation in data transfers from main memory to PIM-
enabled memory to minimize overheads of copying the input data into all DRAM banks in
the PIM system.

(3) Optimize the gather collective operation at DRAM bank granularity for data transfers from
PIM-enabled memory to the host CPU to minimize overheads of retrieving the output results.

(4) Design high-speed communication channels and optimized libraries for data transfers to/from
thousands of DRAM banks of PIM-enabled memory.

Our SparseP software package is freely and publicly available [40] to enable further research on
SpMV in current and future PIM systems. The main contributions of this work are as follows:

• We present SparseP , the first open-source SpMV software package for real PIM architectures.
SparseP includes 25 SpMV kernels, supporting the four most widely used compressed matrix
formats and a wide range of data types. SparseP is publicly available at [40], and can be useful
for researchers to improve multiple aspects of future PIM hardware and software.

• Weperform the first comprehensive study of thewidely used SpMVkernel on the UPMEMPIM
architecture, the first real commercial PIM architecture. We analyze performance implications
of SpMV PIM execution using a wide variety of (1) compressed matrix formats, (2) data types,
(3) data partitioning and load balancing techniques, and (4) 26 sparse matrices with diverse
sparsity patterns.

• We compare the performance and energy of SpMV on the state-of-the-art UPMEM PIM
system with 2528 PIM cores to state-of-the-art CPU and GPU systems. SpMV execution
achieves less than 1% of the peak performance on processor-centric CPU and GPU systems,
while it achieves on average 51.7% of the peak performance on the UPMEM PIM system, thus
better leveraging the computation capabilities of underlying hardware. The UPMEM PIM
system also provides high energy efficiency on the SpMV kernel.
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2 Background and Motivation
2.1 Sparse Matrix Vector Multiplication (SpMV)
The SpMV kernel multiples a sparse matrix of size 𝑀 × 𝑁 with a dense input vector of size
1 × 𝑁 to compute an output vector of size𝑀 × 1. The SpMV kernel is widely used in a variety of
applications including graph processing [9, 14, 51], convolutional neural networks [72], machine
learning [42, 71, 82, 119], and high performance computing [12, 17, 24, 28, 29, 45]. These applications
involve matrices with very high sparsity [25, 27, 38, 51, 67, 96], i.e., a large fraction of zero elements.
Thus, using a compression scheme is a straightforward approach to avoid unnecessarily storing
zero elements and performing computations on them. For general sparse matrices, the most widely
used storage format is the Compressed Sparse Row (CSR) format [11, 90]. Figure 1 presents an
example of a compressed matrix using the CSR format (left), and the CSR-based SpMV execution
(right), assuming an input vector 𝑥 and an output vector 𝑦.

values

colind

3

2
8

3 5 6

0 1 1 1 1 2 3 3 3
rowptr

Matrix
(a) CSR (b) CSR-based SpMV

1.     for (i = 0; i < M; i++) 

2.     for (j = rowptr[i]; j < rowptr[i+1]; j++) 

3.     y[i] += values[j] * x[colind[j]]

Fig. 1. (a) CSR representation of a sparse matrix. (b) CSR-based SpMV implementation.

2.1.1 Compressed Matrix Storage Formats
Several prior works [5, 11, 46, 48, 57, 59, 60, 63, 75, 89, 90, 93, 95, 108, 113, 116] propose compressed
storage formats for sparse matrices, which are typically of two types [51]. The first approach is
to design general purpose compressed formats, such as CSR [11, 90], CSR5 [75], COO [90, 95],
BCSR [48], and BCOO [90]. Such encodings are general in applicability and are highly-efficient in
storage. The second approach is to leverage a certain known structure in a given type of sparse
matrix. For example, the DIA format [5] is effective in matrices where the non-zero elements
are concentrated along the diagonals of the matrix. Such encodings aim to improve performance
of sparse matrix computations by specializing to particular matrix patterns, but they sacrifice
generality. In this work, we explore with the four most widely used general compressed formats
(Figure 2), which we describe in more detail next.
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sub- 

block
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Fig. 2. (a) SpMV with a dense matrix representation, and (b) CSR, (c) COO, (d) BCSR, (e) BCOO formats.

Compressed Sparse Row (CSR) [11, 90]. The CSR format (Figure 2b) sequentially stores values in
row order. A column index array (colind[]) and a value array (values[]) store the column index
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and value of each non-zero element, respectively. An array, named rowptr[], stores the location
of the first non-zero element of each row within the values[] array. The adjacent pair rowptr[i],
rowptr[i+1] represents a slice of the colind[] and values[] arrays. The corresponding slice
of the colind[] and values[] arrays stores the column indices and the values of the non-zero
elements, respectively, for the i-th row.
Coordinate Format (COO) [90, 95]. The COO format (Figure 2c) stores the non-zero elements as
a series of tuples (tuples[] array). Each tuple includes the row index, column index, and value of
the non-zero element.
Block Compressed Sparse Row (BCSR) [48]. The BCSR format (Figure 2d) is a block represen-
tation of CSR. Instead of storing and indexing single non-zero elements, BCSR stores and indexes
𝑏×𝑏 sub-blocks with at least one non-zero element. The original matrix is split into 𝑏×𝑏 sub-blocks.
Figure 2d shows an example of BCSR assuming 4× 4 sub-blocks. The original matrix of Figure 2a is
split into four sub-blocks, and two of them (highlighted with red color) contain at least one non-
zero element. The bvalues[] array stores the values of all the non-zero sub-blocks of the original
matrix. Each non-zero sub-block is stored in the bvalues[] array with a dense representation, i.e.,
padding with zero values when needed. The bcolind[] array stores the block-column index of
each non-zero sub-block. The browptr[] array stores pointers to the first non-zero sub-block of
each block row within the bcolind[] array, assuming a block row represents 𝑏 consecutive rows
of the original matrix.
Block Coordinate Format (BCOO) [90]. The BCOO format is the block counterpart of COO. The
browind[], bcolind[] and bvalues[] arrays store the row indices, column indices and values
of the non-zero sub-blocks, respectively. Figure 2e shows an example of BCOO, assuming 4 × 4
sub-blocks.

2.1.2 SpMV in Processor-Centric Systems
Many prior works [25, 27, 38, 49, 52, 73, 106–108, 113] generally show that SpMV performs poorly
on commodity CPU and GPU systems, and achieves a small fraction of the peak performance (e.g.,
10% of the peak performance [107]) due to its algorithmic nature, the employed compressed matrix
storage format and the sparsity pattern of the matrix.
The SpMV kernel is highly bottlenecked by the memory subsystem in processor-centric CPU

and GPU systems due to three reasons. First, due to its algorithmic nature there is no temporal
locality in the input matrix. Unlike traditional algebra kernels like Matrix Matrix Multiplication
or LU decomposition, the elements of the matrix in SpMV are used only once [38]. Second, due
to the sparsity of the matrix, the matrix is stored in a compressed format (e.g., CSR) to avoid
unnecessary computations and data accesses. Specifically, the non-zero elements of the matrix
are stored contiguously in memory, while additional data structures assist in the proper traversal
of the matrix, i.e., to discover the positions of the non-zero elements. For example, CSR uses the
rowptr[] and colind[] arrays to discover the positions of the non-zero elements of the matrix.
These additional data structures cause additional memory access operations, memory bandwidth
pressure and contention with other requests in the memory subsystem. Third, due to the sparsity
of the input matrix, SpMV causes irregular memory accesses to the elements of the input vector
𝑥 . The memory accesses to the elements of the input vector are input driven, i.e., they follow the
sparsity pattern of the input matrix. This irregularity results to poor data locality on the elements
of the input vector and expensive data accesses, because it increases the average access latency
due to a high number of cache misses on commodity systems with deep cache hierarchies. As a
result, memory-centric near-bank PIM systems constitute a better fit for the widely used SpMV
kernel, because they provide high levels of parallelism, large aggregate memory bandwidth and
low memory access latency [4, 37, 43, 66].
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2.2 Near-Bank PIM Systems
Figure 3 shows the baseline organization of a near-bank PIM system that we assume in this work.
The PIM system (Figure 3) consists of a host CPU, standard DRAM memory modules, and PIM-
enabled memory modules. PIM-enabled modules are connected to the host CPU using one or more
memory channels, and include multiple PIM chips. A PIM chip (Figure 3 right) tightly integrates a
low-area PIM core with a DRAM bank. We assume that each PIM core can additionally include
a small private instruction memory and a small data (scratchpad or cache) memory. PIM cores
can access data located on their local DRAM bank, and typically there is no direct communication
channel among PIM cores. The DRAM banks of PIM chips are accessible by the host CPU for
copying input data and retrieving results via the memory bus.
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Fig. 3. High-level organization of a near-bank PIM architecture.

2.2.1 The UPMEM PIM Architecture
The UPMEM PIM system [23, 37, 43] includes the host CPU with standard main memory, and
UPMEM PIM modules. An UPMEM PIM module is a standard DDR4-2400 DIMM with 2 ranks.
Each rank contains 64 PIM cores, which are called DRAM Processing Units (DPUs). In the current
UPMEM PIM system, there are 20 double-rank PIM DIMMs with 2560 DPUs.1
DPU Architecture and Interface. Each DPU has exclusive access to a 24-KB instruction memory,
called IRAM, a 64-KB scratchpad memory, calledWRAM, and a 64-MB DRAM bank, calledMRAM.
A DPU is a multithreaded in-order 32-bit RISC core that can potentially reach 500 MHz [104]. The
DPU has 24 hardware threads, each of which has 24 32-bit general purpose registers. The DPU
pipeline has 14 stages, and supports a single cycle 8x8-bit multiplier. Multiplications on 64-bit
integers, 32-bit floats and 64-bit floats are not supported in hardware, and require longer routines
with a large number of operations [37, 43, 104]. Threads share the IRAM and WRAM, and can
access the MRAM by executing transactions at 64-bit granularity via a DMA engine, i.e., data can be
accessed from/to MRAM as a multiple of 8 bytes, up to 2048 bytes. MRAM transactions are serialized
in the DMA engine. The ISA provides DMA instructions to move instructions from MRAM to
IRAM, or data between MRAM and WRAM. The DPU accesses the WRAM through 8-, 16-, 32- and
64-bit load/store instructions. DPUs use the Single Program Multiple Data programming model,
where software threads, called tasklets, execute the same code, but operate in different pieces of
data, and can execute different control-flow paths during runtime. Tasklets can synchronize using
mutexes, barriers, handshakes and semaphores provided by the UPMEM runtime library.
CPU-DPU Data Transfers. Standard main memory and PIM-enabled memory have different data
layouts. The UPMEM SDK [105] has a transposition library to execute necessary data shuffling
when moving data between main memory and MRAM banks via a programmer-transparent way.
1There are thirty two faulty DPUs in the system where we run our experiments. They cannot be used and do not affect the
correctness of our results, but take away from the system’s full computational power of 2560 DPUs.
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The CPU-DPU and DPU-CPU data transfers can be performed in parallel, i.e., concurrently across
multiple MRAM banks, with the limitation that the transfer sizes from/to all MRAM banks need to be
the same. The UPMEM SDK provides two options: (i) perform parallel transfers to all MRAM banks
of all ranks, or (ii) iterate over each rank to perform parallel transfers to MRAM banks of the same
rank, and serialize data transfers across ranks.

3 The SparseP Library
This section describes the parallelization techniques that we explore for SpMV on real PIM architec-
tures, and presents the SpMV implementations of our SparseP package. Section 3.1 describes SpMV
execution on a real PIM system. Section 3.2 presents an overview of the data partitioning techniques
that we explore. Section 3.3 and Section 3.4 describe in detail the parallelization techniques across
PIM cores, and across threads within a PIM core, respectively. Section 3.5 describes the kernel
implementation for all compressed matrix formats.

3.1 SpMV Execution on a PIM System
Figure 4 shows SpMV execution on a real PIM system, which is broken down in four steps: (1)
the time to load the input vector into DRAM banks of PIM-enabled memory (load), (2) the time
to execute the SpMV kernel on PIM cores (kernel), (3) the time to retrieve from DRAM banks to
the host CPU results for the output vector (retrieve), and (4) the time to merge partial results
and assemble the final output vector on the host CPU (merge). In our analysis, we omit the time to
load the matrix into PIM-enabled memory, since this step can typically be hidden in real-world
applications (it can be overlappedwith other computation performed by the application or amortized
if the application performs multiple SpMV iterations on the same matrix).
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PIM Core 
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Fig. 4. Execution of the SpMV kernel on a real PIM system.

3.2 Overview of Data Partitioning Techniques
To parallelize the SpMV kernel, we implement well-crafted data partitioning schemes to split the
matrix across multiple DRAM banks of PIM cores. SparseP [40] supports two general types of data
partitioning techniques, shown in Figure 5.
First, we provide an 1D partitioning technique (Figure 5a), where the matrix is horizontally

partitioned across PIM cores, and the whole input vector is copied into the DRAM bank of each PIM
core. With the 1D partitioning technique, almost the entire SpMV computation is performed using
only PIM cores, since the merge step in the host CPU is negligible: a very small number of partial
results is created, i.e., only for a few rows that are split across neighboring PIM cores. Thus, the
number of partial elements of the output vector is at most equal to the number of PIM cores used.
Second, we provide a 2D partitioning technique (Figure 5b), where the matrix is partitioned into 2D
tiles, the number of which is equal to the number of PIM cores. With the 2D partitioning technique,
we aim to strive a balance between computation and data transfer costs, since only a subset of
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Fig. 5. Data partitioning techniques of the SparseP package.

the elements of the input vector is copied into the DRAM bank of each PIM core. However, PIM
cores assigned to tiles that horizontally overlap, i.e., tiles that share the same rows of the original
matrix (rows that are split across multiple tiles), produce many partial results for the elements of
the output vector. These partial results are transferred to the host CPU, and merged by CPU cores,
which assemble the final output vector. In the SparseP library, the merge step performed by the
CPU cores is parallelized using the OpenMP API [21].
In both data partitioning schemes, matrices are stored in a row-sorted way, i.e., the non-zero

elements are sorted in increasing order of their row indices. Therefore, each PIM core computes
results for a continuous subset of elements of the output vector. This way we minimize data transfer
costs, since we only transfer necessary data to the host CPU, i.e., the values of the elements of the
output vector produced at PIM cores. If each PIM core computed results for non-continuous subset
of elements of the output vector, an additional array per core, which would store the indices of
the non-continuous elements within the output vector, would need to be transferred to the host
CPU, causing additional data transfer overheads. Finally, for both data partitioning techniques,
SparseP supports various parallelization schemes across PIM cores and across threads within a
multithreaded PIM core, which we describe next.

3.3 Parallelization Techniques Across PIM Cores
3.3.1 1D Partitioning Technique
To efficiently parallelize SpMV across multiple PIM cores via the 1D partitioning technique, SparseP
provides various load balancing schemes for each supported compressed matrix format. Figure 6
presents an example of parallelizing SpMV across multiple PIM cores using load balancing schemes
for the CSR and COO formats. For the CSR and COO formats, we balance either the rows, such
that each PIM core processes almost the same number of rows, or the non-zero elements, such that
each PIM core processes almost the same number of non-zero elements. In the CSR format, since
the matrix is stored in row-order, i.e., the rowptr[] array stores the index pointers of the non-zero
elements of each row, and thus balancing the non-zero elements across PIM cores is performed at
row granularity. In the COO format, the matrix is stored in non-zero order using the tuples[]
array, and thus balancing the non-zero elements can be performed either at row granularity, or
by splitting a row across two neighboring PIM cores to provide a near-perfect non-zero element
balance across cores. In the latter case, as mentioned, a small number of partial results for the
output vector is merged by the host CPU: if the row is split between two neighboring PIM cores at
most one element needs to be accumulated at the host CPU cores.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 6, No. 1, Article 21. Publication date: March 2022.



21:10 Christina Giannoula, et al.

CSR COO

(i) Balance Rows

Core 1

Core 2

Core 3

(iii) Balance NNZ (ii) Balance NNZ
(Row Granularity) 

(i) Balance Rows

rowptr

colind

values

90 1 5 7 7 8 83

tuples tuples

0 1 1 2 2 3 3 5 7
0 2 5 3 5 3 6 4 4
2 1 8 3 6 9 3 4 7

tuples

0 1 1 2 2 3 3 5 7
0 2 5 3 5 3 6 4 4
2 1 8 3 6 9 3 4 7

0 1 1 2 2 3 3 5 7
0 2 5 3 5 3 6 4 4
2 1 8 3 6 9 3 4 7

0 2 5 3 5 3 6 4 4

2 1 8 3 6 9 3 4 7

Core 1

Core 2

Core 3

rowptr

colind

values

90 1 5 7 7 8 83

(ii) Balance NNZ
(Row Granularity) 

0 2 5 3 5 3 6 4 4

2 1 8 3 6 9 3 4 7

Core 1

Core 2

Core 3

Core 1

Core 2

Core 3

Core 1

Core 2

Core 3

Fig. 6. Load balancing schemes across PIM cores for the CSR (left) and COO (right) formats with the 1D
partitioning technique. The colored cells of the matrix represent non-zero elements.

Figure 7 presents an example of parallelizing SpMV acrossmultiple PIM cores using load balancing
schemes of the BCSR and BCOO formats. In Figure 7, the cells of the matrix represent sub-blocks of
size 4x4: the grey cells represent sub-blocks that do not have any non-zero element, and the colored
cells represent sub-blocks that have 𝑘 non-zero elements, where 𝑘 is the number shown inside the
colored cell. In the BCSR and BCOO formats, since the matrix is stored in sub-blocks of non-zero
elements, we balance either the blocks, such that each PIM core processes almost the same number
of blocks, or the non-zero elements, such that each PIM core processes almost the same number
of non-zero elements. Similarly to CSR, in the BCSR format, the matrix is stored in block-row
order, i.e., the browptr[] array stores the index pointers of the non-zero blocks of each block row
(recall that a block row represents 𝑏 consecutive rows of the original matrix, where 𝑏 is the vertical
dimension of the sub-block), and thus balancing the blocks or the non-zero elements across cores
is limited to be performed at block-row granularity. In the BCOO format, given that a block-row
might be split across two PIM cores, a small number of partial results for the output vector is
merged by the host CPU: between two neighboring PIM cores at most block size 𝑏 elements might
need to be accumulated at the host CPU cores.
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Fig. 7. Load balancing schemes across PIM cores for the BCSR (left) and BCOO (left) formats with the
1D partitioning technique. The cells of the matrix represent sub-blocks of size 4x4. The colored cells of the
matrix represent non-zero sub-blocks, and the number inside a colored cell describes the number of non-zero
elements of the corresponding sub-block.
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3.3.2 2D Partitioning Technique
SparseP includes three 2D partitioning techniques, shown in Figure 8:
(1) equally-sized (Figure 8a): The 2D tiles are statically created to have the same height and

width. This way the subsets of the elements for the input and output vectors have the same
sizes across all PIM cores.

(2) equally-wide (Figure 8b): The 2D tiles have the same width and variable height. This way
the subset of the elements for the input vector has the same size across PIM cores, while
the subset of the elements for the output vector varies across PIM cores. We balance the
non-zero elements across the tiles of the same vertical partition, such that we can provide
high non-zero element balance across PIM cores assigned to the same vertical partition.

(3) variable-sized (Figure 8c): The 2D tiles have both variable width and height. We balance the
non-zero elements both across the vertical partitions and across the tiles of the same vertical
partition. This way we can provide high non-zero element balance across all PIM cores.
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Fig. 8. The 2D partitioning techniques of SparseP package assuming 4 PIM cores and 2 vertical partitions.

SparseP provides various load balancing schemes across PIM cores in the equally-wide and
variable-sized techniques. In the equally-wide technique, for the CSR and COO formats, we balance
the non-zero elements across the tiles of the same vertical partition. Load balancing in the CSR
format is performed at row-granularity, i.e., splitting the rowptr[] array across PIM cores. For
the BCSR and BCOO formats, we balance either the blocks or the non-zero elements across the
tiles of the same vertical partition. Load balancing in the BCSR format is performed at block-row
granularity, i.e., splitting the browptr[] array across PIM cores. In the variable-sized technique, we
first balance the non-zero elements across the vertical partitions, such that the vertical partitions
include the same number of non-zero elements. Then, across the tiles of the same vertical partition,
we balance the non-zero elements for the CSR (at row-granularity) and COO formats, and either
the blocks or the non-zero elements for the BCSR (at block-row granularity) and BCOO formats.

Table 1 summarizes the parallelization approaches across PIM cores. Please also see Appendix C
for all SpMV kernels provided by the SparseP software package. All kernels support a wide range
of data types, i.e., 8-bit integer (int8), 16-bit integer (int16), 32-bit integer (int32), 64-bit integer
(int64), 32-bit float (fp32), and 64-bit float (fp64) data types.

3.4 Parallelization Techniques Across Threads within a PIM Core
PIM cores can support multiple hardware threads to exploit high memory bank bandwidth [37, 43].
To parallelize SpMV across multiple threads within a multithreaded PIM core SparseP supports
various load balancing schemes for each compressed matrix format, and three synchronization
approaches to ensure correctness among threads of a PIM core.
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Partitioning Compressed Load Balancing
Technique Format Across PIM Cores

1D

CSR rows (CSR.row)
nnz★ (CSR.nnz)

COO
rows (COO.row)
nnz★ (COO.nnz-rgrn)
nnz (COO.nnz)

BCSR blocks† (BCSR.block)
nnz† (BCSR.nnz)

BCOO blocks (BCOO.block)
nnz (BCOO.nnz)

2D
equally-sized

CSR (DCSR) -
COO (DCOO) -
BCSR (DBCSR) -
BCOO (DBCOO) -

2D
equally-wide

CSR (RBDCSR) nnz★
COO (RBDCOO) nnz

BCSR blocks† (RBDBCSR)
nnz†

BCOO blocks (RBDBCOO)
nnz

2D
variable-sized

CSR (BDCSR) nnz★
COO (BDCOO) nnz

BCSR blocks† (BDBCSR)
nnz†

BCOO blocks (BDBCOO)
nnz

Table 1. Parallelization techniques across PIM cores of the SparseP library. ★: row-granularity, †: block-row-
granularity

3.4.1 Load Balancing Approaches
In a similar way as explained in Figure 6, for the CSR and COO formats, we balance either the rows,
such that each thread processes almost the same number of rows, or the non-zero elements, such
that each thread processes almost the same number of non-zero elements. In the CSR format, matrix
is stored in row-order, and thus load balancing across threads is performed at row granularity. In
the UPMEM PIM system, elements of the output vector are accessed at 64-bit granularity in DRAM
memory. Thus, when balancing is performed at row granularity, we assign rows to threads in
chunks of 8/𝑠𝑖𝑧𝑒𝑜 𝑓 (𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒) to ensure 8-byte alignment on the elements of the output vector. In
the COO format, balancing the non-zero elements can be performed either at row granularity or by
splitting the row between threads, i.e., providing an almost perfect non-zero balance across threads.
In the latter case, synchronization among threads for write accesses on the elements of the output
vector can be implemented with three synchronization approaches described in Section 3.4.2.

For the BCSR and BCOO formats, we balance either the blocks, such that each thread processes
almost the same number of blocks, or the non-zero elements, such that each thread processes almost
the same number of non-zero elements. In the BCSR format, the matrix is stored in block-row-order,
and thus load balancing across threads is performed at block row granularity. For both formats, the
block sizes are configurable in SparseP . In our evaluation, we use block sizes of 4x4, since these
are the most common dimensions to cover various sparse matrices [2, 27, 52]. In the UPMEM PIM
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architecture, elements of the output vector are accessed at 64-bit granularity. Therefore, for the
BCSR format, with an 8-bit integer data type and small block sizes (4x4 or smaller), threads use
synchronization primitives to ensure correctness when writing the elements of the output vector.
This is because different threads may write to the same 64-bit-aligned DRAM memory location.
Synchronization among threads for writes to the elements of the output vector is necessary for all
configurations of the BCOO format, and can be implemented with three approaches described next.

3.4.2 Synchronization Approaches
SparseP provides three synchronization approaches.
(1) Coarse-Grained Locking (lb-cg). One global mutex protects the elements of the entire

output vector.
(2) Fine-Grained Locking (lb-fg). Multiple mutexes protect the elements of the output vector.

SparseP associates mutexes to the elements of the output vector in a round-robin manner.
The UPMEM API supports up to 56 mutexes [105]. In our evaluation, we use 32 mutexes such
that we can find the corresponding mutex for a particular element of the output vector only
with a shift operation on the MRAM address, avoiding costly division operations.

(3) Lock-Free (lf). Since the formats are row-sorted or block-row-sorted, race conditions in the
elements of the output vector arise only in a few elements, i.e., either when a row (or a block
row for BCSR/BCOO) is split across threads, or when continuous elements of the output
vector processed by different threads belong to the same 64-bit-aligned DRAM location in the
UPMEM PIM system. In our proposed lock-free approach, threads temporarily store partial
results for these few elements in the data (scratchpad) memory (i.e., WRAM in the UPMEM
PIM system), and later one single thread merges the partial results, and writes the final result
for the corresponding element of the output vector to the DRAM bank.

Table 2 summarizes the parallelization techniques across threads of a PIM core. All kernels
support a wide range of data types, i.e., 8-bit integer (int8), 16-bit integer (int16), 32-bit integer
(int32), 64-bit integer (int64), 32-bit float (fp32), and 64-bit float (fp64) data types.

Compressed Load Balancing Synchronization
Format Across Threads Approach

CSR rows (CSR.row) -
nnz★ (CSR.nnz) -

COO
rows (COO.row) -
nnz★ (COO.nnz-rgrn) -
nnz (COO.nnz) lb-cg / lb-fg / lf

BCSR blocks† (BCSR.block) lb-cg / lb-fg (only for int8 and small block sizes)
nnz† (BCSR.nnz) lb-cg / lb-fg (only for int8 and small block sizes)

BCOO blocks (BCOO.block) lb-cg / lb-fg / lf
nnz (BCOO.nnz) lb-cg / lb-fg / lf

Table 2. Parallelization schemes across threads of a PIM core. ★: row-granularity, †: block-row-granularity

3.5 Kernel Implementation
We briefly describe the SparseP implementations for all compressed matrix formats, i.e., the way
that threads access data involved in the kernel from/to the local DRAM bank. The SpMV kernels
include three types of data structures: (i) the arrays that store the non-zero elements, i.e., the values
(values[]) and the positions of the non-zero elements (rowptr[], colind[] for CSR, tuples[]
for COO, browptr[], bcolind[] for BCSR, browind[], bcolind[] for BCOO), (ii) the array that
stores the elements of the input vector, and (iii) the array that stores the partial results created for
the elements of the output vector.
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First, SpMV performs streaming memory accesses to the arrays that store the non-zero elements
and their positions. Therefore, to exploit spatial locality and immense bandwidth in data (scratchpad
or cache) memory, each thread reads the non-zero elements by fetching large chunks of bytes in
a coarse-grained manner from DRAM to data memory (i.e., WRAM in the UPMEM PIM system).
Then, it accesses elements through data memory in a fine-grained manner. In the UPMEM PIM
system, we fetch chunks of 256-byte data to discover the non-zero elements, as suggested by the
UPMEM API [105], since 256-byte transfer sizes highly exploit the available local bandwidth of
DRAM bank [37, 43]. For the BCSR and BCOO formats, only for the array that stores the values of
the non-zero elements (i.e., bvalues[]), we fetch from DRAM to data memory block size chunks,
i.e., chunks of 𝑏 × 𝑏 × 𝑠𝑖𝑧𝑒𝑜 𝑓 (𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒) bytes, assuming that the matrix is stored in blocks of size
𝑏 × 𝑏.

Second, SpMV causes irregular memory accesses to the elements of the input vector (poor data
locality). Specifically, the memory accesses to the elements of the input vector are input-driven,
since they are determined by the column positions of the non-zero elements of each particular
sparse matrix. Thus, threads of a PIM core directly access elements of the input vector through
DRAM bank at fine-granularity [37, 43, 105], i.e., using the smallest possible granularity: for the
CSR and COO formats at 64-bit granularity, and for the BCSR and BCOO formats at the granularity
of 𝑏 × 𝑠𝑖𝑧𝑒𝑜 𝑓 (𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒) bytes, where 𝑏 is the horizontal dimension of the block size.

Third, regarding the output vector, threads temporarily store partial results for the same elements
of the output vector in data (scratchpad or cache) memory to exploit data locality, until all the
non-zero elements of the same row or the same block row have been traversed (recall matrices
are stored in a row-sorted way). Then, the produced results are written to DRAM bank at fine-
granularity [37, 43, 105]: for the CSR and COO formats at 64-bit granularity, and for the BCSR and
BCOO formats at the granularity of 𝑏 × 𝑠𝑖𝑧𝑒𝑜 𝑓 (𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒) bytes, where 𝑏 is the vertical dimension
of the block size.

4 Evaluation Methodology
We conduct our evaluation on an UPMEM PIM system that includes a 2-socket Intel Xeon Silver
4110 CPU at 2.10 GHz (host CPU), standard main memory (DDR4-2400) of 128 GB, and 20 UPMEM
PIM DIMMs with 160 GB PIM-capable memory and 2560 DPUs.2

First, we evaluate SpMV execution using one single DPU and multiple tasklets (Section 5). Table 3
shows our evaluated small matrices that fit in the 64 MB DRAM bank of a single DPU. The evaluated
matrices vary in sparsity (i.e., NNZ / (rows x columns)), standard deviation of non-zero elements
among rows (NNZ-r-std) and columns (NNZ-c-std). The highlighted matrices in Table 3 with red
color exhibit block pattern [27, 60], i.e., they include a lot of dense sub-blocks (almost all their
non-zero elements fit in dense sub-blocks).

Matrix Name Sparsity NNZ-r-std NNZ-c-std
delaunay_n13 7.32e-04 1.343 1.343
wing_nodal 1.26e-03 2.861 2.861
raefsky4 3.396e-03 15.956 15.956
pkustk08 0.006542 61.537 61.537

Table 3. Small Matrix Dataset.

2There are thirty two faulty DPUs in the system where we run our experiments. They cannot be used and do not affect the
correctness of our results, but take away from the system’s full computational power of 2560 DPUs.
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Second, we evaluate SpMV execution usingmultiple DPUs of the UPMEM PIM system (Section 6).
We evaluate SpMV execution using both 1D (Section 6.1) and 2D (Section 6.2) partitioning techniques,
and compare them (Section 6.3) using awide variety of sparsematrices with diverse sparsity patterns.
We select 22 representative sparse matrices from the Sparse Suite Collection [22], the characteristics
of which are shown in Table 4. As the values of the last two metrics increase (i.e., NNZ-r-std and
NNZ-c-std), the matrix becomes very irregular [81, 101], and is referred to as scale-free matrix. In
our evaluation, we refer to all matrices between hgc to bns matrices of Table 4 as regular matrices.
The matrices in which NNZ-r-std is larger than 25, i.e., all matrices between wbs to ask on Table 4,
we refer to as scale-free matrices. Please see Appendix D for a complete description of our dataset
of large sparse matrices.

Matrix Name Sparsity NNZ-r-std NNZ-c-std
hugetric-00020 (hgc) 4.21e-07 0.031 0.031
mc2depi (mc2) 7.59e-06 0.076 0.076
parabolic_fem (pfm) 1.33e-05 0.153 0.153
roadNet-TX (rtn) 1.98e-06 1.037 1.037
rajat31 (rjt) 9.24e-07 1.106 1.106
af_shell1 (ash) 6.90e-05 1.275 1.275
delaunay_n19 (del) 1.14e-05 1.338 1.338
thermomech_dK (tdk) 6.81e-05 1.431 1.431
memchip (mem) 2.02e-06 2.062 1.173
amazon0601 (amz) 2.08e-05 2.79 15.29
FEM_3D_thermal2 (fth) 1.59e-04 4.481 4.481
web-Google (wbg) 6.08e-06 6.557 38.366
ldoor (ldr) 5.13e-05 11.951 11.951
poisson3Db (psb) 3.24e-04 14.712 14.712
boneS10 (bns) 6.63e-05 20.374 20.374
webbase-1M (wbs) 3.106e-06 25.345 36.890
in-2004 (in) 8.846e-06 37.230 144.062
pkustk14 (pks) 6.428e-04 46.508 46.508
com-Youtube (cmb) 4.639e-06 50.754 50.754
as-Skitter (skt) 7.71e-06 136.861 136.861
sx-stackoverflow (sxw) 5.352e-06 137.849 65.367
ASIC_680k (ask) 8.303e-06 659.807 659.807

Table 4. Large Matrix Dataset. Matrices are sorted by NNZ-r-std, i.e., based on their irregular pattern.

Third, we compare the performance and energy consumption of SpMV execution on the UPMEM
PIM system to those on the Intel Xeon Silver 4110 CPU and the NVIDIA Tesla V100 GPU (Section 7).

In Section 8, we summarize our key takeaways and provide programming recommendations for
software designers, and suggestions and hints for hardware and system designers of future PIM
systems.
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5 Analysis of SpMV Execution on One DPU
This section characterizes SpMV performance with various load balancing schemes and compressed
matrix formats using multiple tasklets in a single DPU. Section 5.1 compares load balancing schemes
of each compressed matrix format, and Section 5.2 compares the scalability of various compressed
matrix formats.

5.1 Load Balancing Schemes Across Tasklets of One DPU
We compare the parallelization schemes of each compressed matrix format supported by SparseP
library (presented in Table 2) across multiple threads of a multithreaded PIM core. Figure 9 compares
the load balancing schemes of each compressed matrix format using 16 tasklets in a single DPU.
For the BCSR and BCOO formats, we omit results for the fine-grained locking approach, since
it performs similarly with the coarse-grained locking approach: as we explain in Appendix A.1,
fine-grained locking does not increase parallelism over coarse-grained, since in the UPMEM PIM
hardware, DRAM memory accesses of the critical section are serialized in the DMA engine of the
DPU [37, 43, 105].
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Fig. 9. Execution time achieved by 16 tasklets of a single DPU for various load balancing schemes.

We draw four findings from Figure 9. First, we find that SpMV execution using int8, int16, and
int32 data types achieves similar execution times across them. This is because the multiplication
operation of these data types is sufficiently supported by hardware [37]. In contrast, execution time
sharply increases when using more heavyweight data types, i.e., int64 and floating point data types,
in which multiplication is emulated in software using the 8x8-bit multiplier of the DPU [37, 43, 105].

Second, we observe that balancing the non-zero elements across tasklets typically outperforms
balancing the rows for the CSR/COO formats or blocks for the BCSR/BCOO formats, since the non-
zero element multiplications are computationally very expensive and can significantly affect load
balance across tasklets. However, in delaunay_n13 matrix, balancing the non-zero elements causes
high row/block imbalance across tasklets, since one tasklet processes a significantly higher number
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of rows/blocks over the rest, thereby incurring high operation imbalance across tasklets within
the DPU core pipeline. As a result, balancing the rows/blocks outperforms balancing the non-zero
elements due to the particular pattern of delaunay_n13 matrix. In addition, performance benefits
of balancing the blocks over balancing the non-zero elements are significant in the BCSR/BCOO
formats, because they operate at block granularity and incur high loop control costs.
Third, we observe that the lock-free approach (COO.nnz-lf) outperforms the lock-based ap-

proaches (COO.nnz-lb-cg and COO.nnz-lb-fg) in delaunay_n13 matrix, especially in data types
where the multiplication operation is supported directly in hardware. In delaunay_n13 matrix,
one tasklet processes a much larger number of rows than the rest, i.e., it performs a much larger
number of critical sections than the rest. In other words, one tasklet performs a much larger
number of lock acquisitions/releases and memory instructions than the rest. Thus, lock-based
approaches cause high operation imbalance in the DPU core pipeline with significant performance
costs. Instead, lock-free and lock-based approaches in the BCOO format perform similarly, since
lock acquisition/release costs can be hidden due to BCOO’s higher loop control costs and larger
critical sections. Overall, based on the second and the third findings, we conclude that in matrices
and formats, where the load balancing and/or the synchronization scheme used cause high disparity
in the number of non-zero elements/blocks/rows processed across tasklets or the number of lock
acquisitions/lock releases/memory accesses performed across tasklets, the DPU core pipeline can
incur significant performance overheads.

OBSERVATION 1:
High operation imbalance in computation, control, synchronization, or mem-
ory instructions executed by multiple threads of a PIM core can cause high
performance overheads in the compute-bound and area-limited PIM cores.

Fourth, we find that the fine-grained locking approach (COO.nnz-lb-fg) performs similarly with
the coarse-grained locking approach (COO.nnz-lb-cg). This is because the critical section includes
memory accesses to the local DRAM bank, which, in the UPMEM PIM hardware, are serialized
in the DMA engine of the DPU. Therefore, fine-grained locking does not increase execution
parallelism over coarse-grained locking, since concurrent accesses to MRAM are not supported in
the UPMEMPIM hardware. Fine-grained locking does not improve performance over coarse-grained
locking, also when using block-based formats (e.g., the BCSR/BCOO formats), as we demonstrate
in Appendix A.1.

OBSERVATION 2:
Fine-grained locking approaches to parallelizing critical sections that
perform memory accesses to different DRAM memory locations can-
not improve performance over coarse-grained locking, when the

PIM hardware does not support concurrent accesses to a DRAM bank.

5.2 Analysis of Compressed Matrix Formats on One DPU
We compare the scalability and the performance achieved by various compressed matrix formats.
Figure 10 compares the supported compressed formats for the int8 (top graphs) and fp64 (bottom
graphs) data types when balancing the non-zero elements across tasklets of a DPU.
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Fig. 10. Scalability of all compressed formats for the int8 (top graphs) and fp64 (bottom graphs) data types as
the number of tasklets of a single DPU increases.

We draw three findings. First, we find that even though a DPU supports 24 tasklets, SpMV
execution typically scales up to 16 tasklets, since the DPU pipeline is fully utilized. In delaunay_n13
matrix, CSR.nnz scales up to 24 tasklets. In this matrix, when using 16 tasklets, performance of the
CSR.nnz scheme is limited by memory accesses: only one tasklet processes 6 × more rows than
the rest, i.e., it performs 6 × more memory accesses to fetch elements from the rowptr[] array.
Thus, as we increase the number of tasklets from 16 to 24, the disparity in the number of rows
across tasklets decreases, and the CSR.nnz scheme improves performance. Second, we observe
that for the data types with hardware-supported multiplication operation (e.g., int8 data type),
CSR achieves the highest scalability, since it provides a better balance between memory access
and computation. In contrast, in the floating point data types (e.g., fp64 data type), the DPU is
significantly bottlenecked by the expensive software-emulated multiplication operations, and thus
all formats scale similarly. Third, we observe that the BCSR and BCOO formats outperform the CSR
and COO formats in matrices that exhibit block pattern (i.e., raefsky4 and pkustk08 matrices),
only when multiplication is supported by hardware (e.g., int8 data type). This is because they exploit
spatial and temporal locality in data memory (i.e., WRAM) in the accesses of the elements of the
input vector. Instead, in the fp64 data type, performance is severely bottlenecked by computation,
thus the BCSR/BCOO formats perform worse than the CSR/COO formats, since they incur higher
indexing costs to discover the positions of the non-zero elements [2, 51].

OBSERVATION 3:
Block-based formats (e.g., BCSR/BCOO) and can provide high performance gains
over non-block-based formats (e.g., CSR/COO) in matrices that exhibit a block

pattern, if the multiplication operation is supported by hardware. Otherwise, the
state-of-the-art CSR and COO formats can provide high performance and scalability.
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6 Analysis of SpMV Execution on Multiple DPUs
This section analyzes SpMV execution using multiple DPUs in the UPMEM PIM system using the
large matrix data set of Table 4.

Section 6.1 evaluates the 1D partitioning schemes. Section 6.1.1 evaluates the actual kernel time
of SpMV by comparing (a) all load balancing schemes of each compressed matrix format, and (b)
the performance of all compressed matrix formats. Section 6.1.2 characterizes end-to-end SpMV
execution time of the 1D partitioning technique including the data transfer costs for the input and
output vectors.

Section 6.2 evaluates the 2D partitioning techniques. Section 6.2.1 presents three characterization
studies on (a) performing fine-grained data transfers to transfer the elements of the input and
output vectors to/from PIM-enabled memory, (b) the scalability of 2D partitioning techniques to
thousands of DPUs, and (c) the number of vertical partitions to perform on the matrix. Section 6.2.2
compares the end-to-end performance of all compressed matrix formats for each of the three types
of 2D partitioning techniques. Section 6.2.3 compares the best-performing SpMV implementations
of all three types of 2D partitioning techniques.

Section 6.3 compares the best-performing (on average across all matrices and data types) SpMV
implementations of the 1D and 2D partitioning techniques.

6.1 Analysis of SpMV Execution Using 1D Partitioning Techniques
We evaluate the 1D partitioning schemes highlighted in bold in Table 1. Specifically, for COO.nnz,
we present the coarse-grained locking (COO.nnz-lb) and lock-free (COO.nnz-lf) approaches, since
the fine-grained locking approach performs similarly with the coarse-grained locking approach,
as shown in the previous section (Section 5.1). Similarly, for the BCSR (int8 data type) and BCOO
formats, we present only the coarse-grained locking approach, since all synchronization approaches
perform similarly (Section 5.1). Finally, in all experiments presented henceforth, we use 16 tasklets
and load-balance the non-zero elements across tasklets within the DPU, since this load balancing
scheme provides the highest performance benefits on average across all matrices and data types,
according to our evaluation shown in Section 5.

6.1.1 Analysis of Kernel Time
We compare the kernel time of SpMV achieved by various load balancing schemes for each
particular compressed matrix format, and then we compare the kernel time of the compressed
matrix formats.
Analysis of Load Balancing Schemes Across DPUs. Figure 11 compares load balancing tech-
niques for each compressed format using 2048 DPUs and the int32 data type.
We draw four findings. First, we observe that CSR.nnz and COO.nnz-rgrn, i.e., balancing the

non-zero elements across DPUs (at row granularity), either outperform or perform similarly to
CSR.row and COO.row, respectively, i.e., balancing the rows across DPUs, except for hgc and del
matrices. In these two matrices, CSR.nnz and COO.nnz-rowgrn incur a high disparity in rows
assigned to DPUs, i.e., only one DPU processes 4× and 11× more rows than the rest, for hgc and
del matrices, respectively. This in turn creates a high disparity in the elements of the output vector
processed across DPUs, causing performance to be limited by the DPU that processes the largest
number of rows. Thus, we find that adaptive load balancing approaches and selection methods
based on the characteristics of each input matrix need to be developed to achieve high performance
across all matrices.
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Fig. 11. Performance comparison of load balancing techniques for each particular compressed format using
2048 DPUs and the int32 data type.

OBSERVATION 4:
Adaptive load balancing schemes and selection methods for the balancing scheme

on rows/blocks/non-zero elements based on the characteristics of each input
matrix need to be developed to provide best performance across all matrices.

Second, we find that COO.nnz-lb and COO.nnz-lf, which provide an almost perfect non-zero
element balance across DPUs, significantly outperform COO.row and COO.nnz-rgrn in scale-free
matrices (i.e., from wbs to ask matrices) by on average 6.73×. Scale-free matrices have only a few
rows, that include a much larger number of non-zero elements compared to the remaining rows
of the matrix. Therefore, perfectly balancing the non-zero elements across DPUs provides high
performance gains.
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OBSERVATION 5:
Perfectly balancing the non-zero elements across PIM cores can provide
significant performance benefits in highly irregular, scale-free matrices.

Third, we find that the lock-free COO.nnz-lf scheme outperforms the lock-based COO.nnz-lb
scheme by 1.34× on average, and provides high performance benefits when there is a high row
imbalance across tasklets within the DPU. When one tasklet processes a much larger number of
rows versus the rest, it executes a much larger number of critical sections. As a result, the core
pipeline incurs high imbalance in lock acquisitions/releases, causing the lock-based approach to
incur high performance overheads in relatively compute-bound DPUs [37, 43].

OBSERVATION 6:
Lock-free approaches can provide high performance benefits over lock-based approaches
in PIM architectures, because they minimize synchronization overheads in PIM cores.

Finally, in the BCSR and BCOO formats, balancing the blocks across DPUs performs similarly
(on average across all matrices) to balancing the non-zero elements across DPUs.

To further investigate the performance of the various load balancing schemes, Figure 12 compares
them using all the data types. We present the geometric mean of all matrices using 2048 DPUs. In
the CSR and COO formats, balancing the non-zero elements across DPUs on average outperforms
balancing the rows across DPUs by 1.18× and 1.20×, respectively.We observe that in the COO format
almost perfectly balancing the non-zero elements across DPUs provides significant performance
benefits (2.55×, averaged across all the data types), compared to balancing the rows, especially when
multiplication is not supported by hardware (e.g., for the floating point data types). In contrast, in
the BCSR and BCOO formats, balancing the blocks across DPUs performs only slightly better (on
average 2.7% across all the data types) than balancing the non-zero elements.
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Fig. 12. Performance comparison of load balancing techniques for each data type using 2048 DPUs.

Comparison of Compressed Matrix Formats. Figure 13 compares the throughput (in GOper-
ations per second) achieved by various compressed formats using 2048 DPUs and the int32 data
type. For the CSR and COO formats, we select balancing the non-zero elements across DPUs, and
for the BCSR and BCOO formats, we select balancing the blocks across DPUs, since these are the
best-performing schemes for each format averaged across all matrices and data types (Figure 12).
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Fig. 13. Performance comparison of compressed formats using 2048 DPUs and the int32 data type.

We draw four findings. First, matrices that exhibit block pattern (almost all non-zero elements of
the matrix fit in dense sub-blocks), i.e., ash, ldr, bns, pks matrices, have the highest throughput,
since they leverage higher data locality compared to matrices with a non-block pattern. Second, in
scale-free matrices, the COO and BCOO formats significantly outperform CSR and BCSR formats by
6.94× and 13.90×, respectively. This is because they provide better non-zero element balance across
DPUs. In the CSR and BCSR formats, the non-zero element balance is limited to be performed at
row and block-row granularity, respectively, causing performance to be limited by the DPU that
processes the largest number of non-zero elements. Third, we observe that the BCOO format can
outperform the CSR format even in non-blocked scale-free matrices. Fourth, we find that when
the CSR and BCSR formats provide sufficient non-zero element balance across DPUs, i.e., in many
regular matrices such as rtn, tdk, amz, and fth, they can outperform the COO and BCOO formats,
respectively.

OBSERVATION 7:
In scale-free matrices, the COO and BCOO formats significantly outperform the CSR and
BCSR formats, because they provide higher non-zero element balance across PIM cores.

6.1.2 Analysis of End-To-End SpMV Execution
Figure 14 shows the end-to-end execution time of 1D-partitioned kernels using 2048 DPUs and the
int32 data type. The times are broken down into (i) the time for CPU to DPU transfer to load the
input vector into DRAM banks (load), (ii) the kernel time on DPUs (kernel), (iii) the time for DPU
to CPU transfer to retrieve the results for the output vector (retrieve), and (iv) the time to merge
partial results on the host CPU cores (merge).
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We draw four findings. First, the load data transfers constitute more than 90% of the total
execution time, because the input vector is replicated and broadcast into each DPU, causing a
large number of bytes to be transferred through the narrow off-chip memory bus. An exception
is in the CSR and BCSR formats for sxw, ask matrices, which include one very dense row, and
thus kernel time is highly bottlenecked by one DPU that processes a significantly larger number
of non-zero elements than the rest. Second, the kernel time constitutes on average only 4.3% of
the total execution time, since SpMV is effectively parallelized to thousands of DPUs. Third, the
retrieve data transfers constitute on average 3.4% of the total execution time, because the output
vector is split across DPUs. Fourth, the merge time on the host CPU is negligible (less than 1% of
the total execution time), since only a few partial results for the elements of the output vector are
merged by the host CPU cores in the 1D partitioning techniques.

OBSERVATION 8:
The end-to-end performance of the 1D partitioning techniques is severely bottlenecked
by the data transfer costs to replicate and broadcast the whole input vector into each
DRAM bank of PIM cores, which takes place through the narrow off-chip memory bus.

To further investigate on the costs to the load input vector into all DRAM banks of PIM-enabled
memory, we present in Figure 15 the total execution time achieved by COO.nnz-lf when varying
(a) the data type using 2048 DPUs (normalized to the experiment for the int8 data type), and (b) the
number of DPUs for the int32 data type (normalized to 64 DPUs).
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2048 DPUs (normalized to the experiment for the int8 data type), and (b) the number of DPUs for the int32
data type (normalized to 64 DPUs).
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We draw two conclusions. First, the load data transfer costs increase proportionally to the
number of bytes of the data type, and still dominate performance even for the data type with the
smallest memory footprint (int8). Second, the load data transfer costs and the associated memory
footprint for the input vector increase proportionally to the number of DPUs used, and thus the
best end-to-end performance is achieved using only a small portion of the available DPUs on the
system.

OBSERVATION 9:
SpMV execution of the 1D-partitioned kernels cannot scale up to a
large number of PIM cores due to high data transfer overheads to

copy the input vector into each DRAM bank of PIM-enabled memory.

6.2 Analysis of SpMV Execution Using 2D Partitioning Techniques
We evaluate the 2D-partitioned kernels highlighted in bold in Table 1. Specifically, for the COO
format we use the lock-free approach, and for the BCSR (in the int8 data type) and BCOO formats
we use the coarse-grained locking approach. In the equally-wide and variable-sized techniques, for
the BCSR and BCOO formats we balance the blocks across DPUs of the same vertical partition,
since doing so performs slightly better than balancing the non-zero elements, as explained in
Section 6.1.1. In all experiments, we balance the non-zero elements across 16 tasklets within a
single DPU.

6.2.1 Sensitivity Studies on 2D Partitioning Techniques
We present three characterization studies on the 2D partitioning techniques. First, we evaluate
the performance of fine-grained data transfers from/to PIM-enabled memory for the input and
output vectors. Second, we evaluate the scalability of the 2D partitioning techniques to thousands
of DPUs. Finally, we explore performance implications on the number of vertical partitions used in
the 2D-partitioned kernels.
Analysis of Fine-Grained Data Transfers. The UPMEM API [105] has the limitation that the
transfer sizes from/to all DRAM banks involved in the same parallel transfer need to be the same. The
UPMEM API provides parallel data transfers either to all DPUs of all ranks (henceforth referred to
as coarse-grained transfers), or at rank granularity, i.e., to 64 DPUs of the same rank (henceforth
referred to as fine-grained transfers). In the first case, parallel data transfers are performed to all
DPUs used at once, padding with empty bytes at the granularity of all DPUs used, e.g., 2048 DPUs
in Figure 16. In the latter case, programmers iterate over the ranks of PIM-enabled DIMMs, and for
each rank perform parallel data transfers to the 64 DPUs of the same rank padding with empty
bytes at the granularity of 64 DPUs.
Therefore, for the equally-wide and variable-sized techniques in SpMV execution, the heights

and widths of 2D tiles vary, thus padding with empty bytes is necessary for the load and retrieve
data transfers of the elements of the input and output vector, respectively. Figure 16 compares
coarse-grained data transfers, i.e., performing parallel transfers to all 2048 DPUs at once, with
fine-grained data transfers, i.e., iterating over the ranks and for each rank performing parallel
transfers to the 64 DPUs of the same rank. We evaluate both the equally-wide and variable-sized
techniques using the COO format and with 2 and 32 vertical partitions. Please see Appendix A.2
for all matrices.
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Fig. 16. Performance comparison of RC: RBDCOO with coarse-grained transfers, RY: RBDCOO with fine-grained
transfers in the output vector, BC: BDCOO with coarse-grained transfers, BY: BDCOO with fine-grained transfers
only in the output vector, and BT: BDCOO with fine-grained transfers in both the input and the output vector
using the int32 data type, 2048 DPUs and having 2 (left) and 32 (right) vertical partitions. Performance is
normalized to that of the RC scheme.

We draw two findings. First, when the number of vertical partitions is small, e.g., 2 vertical
partitions, the disparity in widths across tiles in the variable-sized scheme is low. Thus, BT only
slightly outperforms BY by 1% on average, since in BY only a small amount of padding is added
on the load data transfers of the input vector. In contrast, the disparity in heights across tiles in
the equally-wide and variable-sized schemes is high. Thus, RY and BY significantly outperform RC
and BC by an average of 1.68× and 1.60×, respectively. This is because fine-grained transfers to
retrieve the elements of the output vector significantly decrease the amount of bytes transferred
from PIM-enabled memory to host CPU over coarse-grained transfers. Second, when the number
of vertical partitions is large, e.g., 32 vertical partitions, the disparity in heights across tiles in
the equally-wide and variable-sized schemes is lower compared to when the number of vertical
partitions is small. Thus, RY and BY provide smaller performance benefits over RC and BC (on average
1.24× and 1.22×, respectively), respectively, compared to a small number of vertical partitions. In
contrast, the disparity in heights across tiles in the equally-wide and variable-sized schemes is
higher compared to when the number of vertical partitions is small. Thus, BT outperforms BY by
4.7% on average. Overall, we conclude that fine-grained data transfers (i.e., at rank granularity in the
UPMEM PIM system) can significantly improve performance in the equally-wide and variable-sized
schemes.

OBSERVATION 10:
Fine-grained parallel transfers in the equally-wide and variable-sized 2D partitioning
techniques, i.e., minimizing the amount of padding with empty bytes in parallel
data transfers to/from PIM-enabled memory, can provide large performance gains.
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Scalability of the 2D Partitioning Techniques. We analyze scalability with the number of
DPUs for the 2D partitioning techniques. Figures 17, 18 and 19 compare the performance of the
equally-sized, equally-wide and variable-sized schemes, respectively, using the COO format and the
int32 data type, as the number of DPUs increases.
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Fig. 17. Execution time breakdown of equally-sized partitioning technique of the COO format using 4 (left)
and 16 (right) vertical partitions when varying the number of DPUs used for the int32 data type. Performance
is normalized to that with 256 DPUs.
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Fig. 18. Execution time breakdown of equally-wide partitioning technique of the COO format using 4 (left)
and 16 (right) vertical partitions when varying the number of DPUs used for the int32 data type. Performance
is normalized to that with 256 DPUs.
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Fig. 19. Execution time breakdown of variable-sized partitioning technique of the COO format using 4 (left)
and 16 (right) vertical partitions when varying the number of DPUs used for the int32 data type. Performance
is normalized to that with 256 DPUs.

We draw two findings. First, the equally-sized scheme (i.e., DCOO) achieves high scalability with a
large number of vertical partitions. The kernel time of equally-sized scheme is mainly limited by
the DPU (or a few DPUs) that processes the largest number of non-zero elements. With a large
number of static vertical partitions, the non-zero element disparity across DPUs is high, i.e., the
kernel time is highly bottlenecked by the DPU that processes the largest number of non-zero
elements. As a result, increasing the number of DPUs improves performance by decreasing the
kernel time via better non-zero element balance across DPUs.
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OBSERVATION 11:
The kernel time in the equally-sized schemes is limited by the PIM core (or a few
PIM cores) assigned to the 2D tile with the largest number of non-zero elements.

Second, we observe that the equally-wide and variable-sized schemes (i.e., RBDCOO and BDCOO)
are severely bottlenecked by retrieve data transfer costs (a large number of partial results is
created on PIM cores), and thus they are difficult to scale up to thousands of DPUs. Moreover, when
the number of vertical partitions is high, the disparity in heights of the tiles is high. Thus, as the
number of DPUs increases, the amount of padding needed in retrieve data transfers becomes
very large, causing significant performance degradation.

OBSERVATION 12:
The scalability of the equally-wide and variable-sized schemes to a large num-
ber of PIM cores is severely limited by large data transfer overheads to re-
trieve partial results for the elements of the output vector from the DRAM
banks of PIM-enabled memory to the host CPU via the narrow memory bus.

Effect of the Number of Vertical Partitions. In all experiments presented henceforth, we perform
fine-grained data transfers (at rank granularity, i.e., 64 DPUs in the UPMEM PIM system) in the
2D partitioning schemes. Figure 20 evaluates performance implications on the number of vertical
partitions performed in 2D-partitioned kernels. We use the COO format and vary the number of
vertical partitions from 1 to 32, in steps of multiple of 2. We draw four findings.

First, in the equally-sized scheme, as the number of vertical partitions increases, kernel time
increases, if there is no dense row in the matrix. This is because the disparity in the non-zero
elements across 2D tiles increases as the number of vertical partitions increases. Thus, performance
is limited by one DPU or a few DPUs that process the largest number of non-zero elements.

OBSERVATION 13:
As the number of vertical partitions increases, the equally-sized 2D partitioning
scheme typically increases the non-zero element disparity across PIM cores (un-
less there is one dense row on the matrix), thereby increasing the kernel time.

Second, as the number of vertical partitions increases, retrieve data transfer costs and merge
time increase. This is because the partial results created for the output vector increase proportionally
with the number of vertical partitions. The performance overheads of retrieve data transfer costs
are highly affected by the characteristics of the underlying hardware (e.g., the bandwidth provided
on I/O channels of the memory bus between host CPU and PIM-enabled DIMMs). Similarly, the
performance cost of the merge step depends on the hardware characteristics of the host CPU (e.g.,
number of CPU cores, the available hardware threads, microarchitecture of CPU cores). We refer
the reader to [35] for a comparison of SpMV execution in two different UPMEM PIM systems with
different hardware characteristics using the 1D- and 2D-partitioned kernels of the SparseP library.
Third, we find that in the equally-wide and variable-sized schemes, there is high disparity in

heights of 2D tiles, and as a result on the number of partial results created across DPUs. Even with
fine-grained parallel retrieve data transfers at rank granularity, the amount of padding needed
in the equally-wide and variable-sized schemes is at 88.6% and 88.0%, respectively, causing high
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Fig. 20. Execution time breakdown of 2D partitioning schemes using the COO format and 2048 DPUs when
varying the number of vertical partitions from 1 to 32 for the int8 and fp64 data types. Performance is
normalized to the performance of the experiment with 1 vertical partition.

bottlenecks in the narrow memory bus. Therefore, in PIM systems that do not support very fine-
grained parallel transfers to gather results from PIM-enabled DIMMs at DRAM bank granularity,
execution is highly limited by the amount of padding performed in retrieve data transfers, which
can be very large in irregular workloads like the SpMV kernel.

OBSERVATION 14:
The equally-wide and variable-sized 2D partitioning schemes require fine-grained
parallel transfers at DRAM bank granularity to be supported by the PIM system

(i.e., zero padding in parallel retrieve data transfers), to achieve high performance.

Fourth, we find that the number of vertical partitions that provides the best performance depends
on the sparsity pattern of the input matrix, the data type, and the underlying hardware parameters
(e.g., number of PIM cores, off-chip memory bus bandwidth, transfer latency costs between main
memory and PIM-enabled memory, characteristics and microarchitecture of the host CPU cores
that perform the merge step). For example, with the int8 data type, DCOO performs best for hgc and
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mem matrices with 8 and 4 vertical partitions, respectively. Instead, with the fp64 data type, DCOO
performs best for hgc and mem matrices with 16 and 8 vertical partitions, respectively. We leave
for future work the exploration of selection methods for the number of vertical partitions that
provide best SpMV execution. Overall, based on our analysis we conclude that the parallelization
scheme that achieves the best performance in SpMV depends on both the input sparse matrix and
the hardware characteristics of the PIM system.

OBSERVATION 15:
There is no one-size-fits-all parallelization approach for SpMV in PIM sys-
tems, since the performance of each parallelization scheme depends on
the characteristics of the input matrix and the underlying PIM hardware.

6.2.2 Analysis of Compressed Formats
We compare the performance achieved by various compressed matrix formats for each of the
three types of the 2D partitioning technique. The goal of this experiment is to find the best-
performing compressed format for each 2D partitioning technique. Figures 21, 22, and 23 compare
the performance of compressed matrix formats for the equally-sized, equally-wide and variable-sized
2D partitioning techniques, respectively. We use 2048 DPUs and the int32 data type having 4 vertical
partitions. See Appendix A.3 for the complete evaluation on all large sparse matrices.
We draw two findings. First, as already explained, kernel time of the equally-sized scheme is

limited by the DPU (or a few DPUs) assigned to the 2D tile with the largest number of non-zero
elements. In scale-free matrices (e.g., in and ask), the disparity in the number of non-zero elements
across 2D tiles is higher than in regular matrices (e.g., pfg and bns), causing kernel time to be a
larger portion of the total execution time. Second, we find that the CSR and BCSR formats perform
worse than the COO and BCOO formats, especially in the equally-wide and variable-sized schemes,
due to higher kernel times. In the CSR and BCSR formats, data partitioning across DPUs and/or
across tasklets within a DPU is performed at row and block-row granularity, respectively. Thus,
the CSR and BCSR formats can cause higher non-zero element imbalance across processing units
compared to the COO and BCOO formats. Overall, the COO and BCOO formats outperform the
CSR and BCSR formats by 1.59 × and 1.53 × (averaged across all three types of 2D partitioning
techniques), respectively.
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Fig. 21. End-to-end execution time breakdown of the equally-sized 2D partitioning technique for CR: DCSR,
CO: DCOO, BR: DBCSR and BO: DBCOO schemes using 4 vertical partitions and the int32 data type. Performance
is normalized to that of DCSR.
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Fig. 22. End-to-end execution time breakdown of the equally-wide 2D partitioning technique for CR: RBDCSR,
CO: RBDCOO, BR: RBDBCSR and BO: RBDBCOO schemes using 4 vertical partitions and the int32 data type.
Performance is normalized to that of RBDCSR.
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Fig. 23. End-to-end execution time breakdown of the variable-sized 2D partitioning technique for CR: BDCSR,
CO: BDCOO, BR: BDBCSR and BO: BDBCOO schemes using 4 vertical partitions and the int32 data type. Perfor-
mance is normalized to that of BDCSR.

OBSERVATION 16:
The compressed matrix format used to store the input matrix determines the
data partitioning across DRAM banks of PIM-enabled memory. Thus, it affects
the load balance across PIM cores with corresponding performance implica-

tions. Overall, the COO and BCOO formats outperform the CSR and BCSR for-
mats, because they provide higher non-zero element balance across PIM cores.

6.2.3 Comparison of 2D Partitioning Techniques
We compare the best-performing SpMV implementations of all 2D partitioning schemes, i.e., using
the COO and BCOO formats. Figure 24 compares the throughput (in GOperations per second) of
DCOO, DBCOO, RBDCOO, RBDBCOO, BDCOO, BDBCOO schemes using 2048 DPUs and the int32 data type.
For each implementation, we vary the number of vertical partitions from 2 to 32, in steps of multiple
of 2, and select the best-performing execution throughput.
We draw three findings. First, similarly to 1D-partitioned kernels, matrices that exhibit block

pattern (e.g., ash, ldr, bns, pks) have the highest throughput. Second, the equally-wide and variable-
sized schemes perform similarly, i.e., their performance varies only by ±1.1% on average. Even
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Fig. 24. Comparison of 2D partitioning techniques using the COO and BCOO formats, 2048 DPUs and the
int32 type.

though the variable-sized technique can improve the non-zero element balance across DPUs, and
thus kernel time, compared to the equally-wide technique, the total execution time does not
improve. In the UPMEM PIM system, performance of both techniques is severely bottlenecked
by data transfer overheads due to a large amount of padding needed to retrieve results from PIM-
enabled memory to the host CPU. Third, we find that the equally-sized technique outperforms the
equally-wide and variable-sized techniques by 3.71× on average, because it achieves lower data
transfer overheads. The equally-wide and variable-sized techniques provide near-perfect non-zero
element balance across DPUs, but they significantly increase the retrieve data transfer costs due
to the large amount of padding with empty bytes performed. As a result, we recommend software
designers to explore relaxed load balancing schemes, i.e., schemes that trade off computation balance
across PIM cores for lower amounts of data transfer.

6.3 Comparison of 1D and 2D Partitioning Techniques
We compare the throughput (in GOperations per second) of the best-performing 1D- and 2D-
partitioned kernels in Figure 25. For 1D partitioning, we use the lock-free COO (COO.nnz-lf)
and coarse-grained locking BCOO (BCOO.block) kernels. For each matrix, we vary the number of
DPUs from 64 to 2528, and select the best-performing end-to-end execution throughput. For 2D
partitioning, we use the equally-sized COO (DCOO) and BCOO (DBCOO) kernels with 2528 DPUs. For
each matrix, we vary the number of vertical partitions from 2 to 32 (in steps of multiple of 2), and
select the best-performing end-to-end execution throughput. The numbers shown over each bar
of Figure 25 present the number of DPUs that provide the best-performing end-to-end execution
throughput for each input-scheme combination.
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Fig. 25. Comparison of the best-performing 1D- and 2D-partitioned kernels for the fp32 data type.

We draw two conclusions. First, we find that best performance is achieved using a much smaller
number of DPUs than the available DPUs on the system. In the 1D-partitioned kernels (i.e.,
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COO.nnz-lf and BCOO.block), replicating the input vector into a large number of DPUs sig-
nificantly increases the load data transfer costs. Thus, best performance is achieved using 253
DPUs on average across all matrices. In the 2D-partitioned kernels (i.e., DCOO and DBCOO), creating
equally-sized 2D tiles leads to a large disparity in non-zero element count across tiles, causing many
tiles to be empty, i.e., without any non-zero element. Thus, best performance is achieved using
1329 DPUs on average across all matrices, since DPUs associated with empty tiles are idle.

OBSERVATION 17:
Expensive data transfers to PIM-enabled memory performed via the narrow

memory bus impose significant performance overhead to end-to-end SpMV ex-
ecution. Thus, it is hard to fully exploit all available PIM cores of the system.

Second, we observe that in regular matrices, the 2D-partitioned kernels outperform the 1D-
partitioned kernels by 1.45× on average. This is because the 2D-partitioned kernels use a larger
number of DPUs, and thus their kernel times are lower. In contrast, in scale-free matrices, the
1D-partitioned kernels outperform the 2D-partitioned kernels by 1.41× on average. This because
the equally-sized 2D technique significantly increases the non-zero element disparity across DPUs,
i.e., kernel time is bottlenecked by only one DPU or a few DPUs that process a much larger number
of non-zero elements compared to the rest.

OBSERVATION 18:
In regular matrices, 2D-partitioned kernels outperform 1D-partitioned kernels,
since the former provide a better trade-off between computation and data trans-
fer overheads. In contrast, in scale-free matrices, 2D-partitioned kernels perform
worse than 1D-partitioned kernels, since the former’s performance is limited by
one DPU or a few DPUs that process the largest number of non-zero elements.

7 Comparison with CPUs and GPUs
We compare SpMV execution on the UPMEM PIM architecture to a state-of-the-art CPU and a
state-of-the-art GPU in terms of performance and energy consumption. Our goal is to quantify the
potential of the UPMEM PIM architecture on the widely used memory-bound SpMV kernel.
We compare the UPMEM PIM system with 2528 DPUs to an Intel Xeon CPU and an NVIDIA

Tesla V100 GPU, the characteristics of which are shown in Table 5. We use peakperf [88] and
stream [98] for CPU and GPU systems to calculate the peak performance, memory bandwidth, and
Thermal Design Power (TDP). For the UPMEM PIM system, we estimate the peak performance
as 𝑇𝑜𝑡𝑎𝑙_𝐷𝑃𝑈𝑠 ∗𝐴𝑇 , where the arithmetic throughput (AT) is presented in Appendix B, the total
bandwidth as𝑇𝑜𝑡𝑎𝑙_𝐷𝑃𝑈𝑠 ∗𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ_𝐷𝑃𝑈 , where the Bandwidth_DPU is 700 MB/s [23, 37, 43],
and TDP as (𝑇𝑜𝑡𝑎𝑙_𝐷𝑃𝑈𝑠/𝐷𝑃𝑈𝑠_𝑝𝑒𝑟_𝑐ℎ𝑖𝑝) ∗ 1.2𝑊 /𝑐ℎ𝑖𝑝 from prior work [23, 37, 43].

Process Peak Memory TotalSystem Node Total Cores Frequency Performance Capacity Bandwidth TDP

Intel Xeon 4110 CPU 14 nm 2x8 x86 cores (2x16 threads) 2.1 GHz 660 GFLOPS 128 GB 23.1 GB/s 2x85 W
NVIDIA Tesla V100 12 nm 5120 CUDA cores 1.25 GHz 14.13 TFLOPS 32 GB 897 GB/s 300 W
PIM System 2x nm 2528 DPUs 350 MHz 4.66 GFLOPS 159 GB 1.77 TB/s 379 W

Table 5. Evaluated CPU, GPU, and UPMEM PIM Systems.
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7.1 Performance Comparison
For the CPU system, we use the optimized CSR kernel from the TACO library [58]. For the GPU
system, we use the CSR5 CUDA [19, 76] for the int32 data type and cuSparse [20] for the other data
types. For the UPMEM PIM system, we use the lock-free COO 1D-partitioned kernel (COO.nnz-lf)
and the equally-sized COO 2D-partitioned kernel (DCOO). In the former, we run experiments from
64 to 2528 DPUs, and in the latter, we use 2528 DPUs, and vary the number of vertical partitions
from 2 to 32, in steps of multiple of 2. In both schemes, we select the best-performing end-to-end
execution throughput. We also include the lock-free COO 1D-partitioned kernel using 2528 DPUs,
named COO.kl, to evaluate SpMV execution using all available DPUs of the system.

Figure 26 shows the throughput of SpMV (in GOperations per second) in all systems, comparing
both the end-to-end execution throughput (i.e., including the load and retrieve data transfer
costs for the input and output vectors in case of the UPMEM PIM and GPU systems), and only the
actual kernel throughput (i.e., including the kernel time in DPUs and the merge time in host CPU
for the UPMEM PIM system).
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Fig. 26. Performance comparison between the UPMEM PIM system, Intel Xeon CPU and Tesla V100 GPU on
SpMV execution.
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We draw three conclusions. First, when data transfer costs to/from host CPU are included, CPU
outperforms both the GPU and UPMEM PIM systems, since data transfers impose high overhead.
When only the actual kernel time is considered, GPU performs best, since it is the system that
provides the highest computation throughput, e.g., 14.13 TFlops for the fp32 data type. Second, we
evaluate the portion of the machine’s peak performance achieved on SpMV in all systems, and
observe that SpMV execution on the UPMEM PIM system achieves a much higher fraction of the
peak performance compared to CPU and GPU systems. For the fp32 data type, SpMV achieves
on average 0.51% and 0.21% of the peak performance in CPU and GPU, respectively, while it
achieves 51.7% of the peak performance in the UPMEM PIM system using the COO.kl scheme.
Achieving a high portion of machine’s peak performance is highly desirable, since the software
highly exploits the computation capabilities of the underlying hardware. This way, it improves
the processor/resource utilization, and the cost of ownership of the underlying hardware. Third,
we observe that when all DPUs are used, as in COO.kl, SpMV execution on the UPMEM PIM
outperforms SpMV execution on the CPU by 1.09× and 1.25× for the int8 and int32 data types,
respectively, the multiplication of which is supported by hardware. In contrast, SpMV execution on
the UPMEM PIM performs 1.27× and 2.39× worse than SpMV execution on the CPU for the fp32
and fp64 data types, the multiplication of which is software emulated in the DPUs of the UPMEM
PIM system.

OBSERVATION 19:
SpMV execution can achieve a significantly higher fraction of the peak performance
on real memory-centric PIM architectures compared to that on processor-centric

CPU and GPU systems, since PIM architectures greatly mitigate data movement costs.

7.2 Energy Comparison
For energy measurements, we consider only the actual kernel time in all systems (in the UPMEM
PIM we consider the kernel and merge steps of SpMV execution). We use Intel RAPL [55] on the
CPU, and NVIDIA SMI [85] on the GPU. For the UPMEM PIM system, we measure the number of
cycles, instructions, WRAM accesses and MRAM accesses of each DPU, and estimate energy with
energy weights provided by the UPMEM company [104]. Figure 27 shows the energy consumption
(in Joules) and performance per energy (in (GOp/s)/W) for all systems.

We draw three findings. First, GPU provides the lowest energy on SpMV over the other two
systems, since the energy results typically follow the performance results. Second, we find that
the 2D-partitioned kernel, i.e., DCOO, consumes more energy than the 1D-partitioned kernels, i.e.,
COO and COO.kl, due to the energy consumed in the host CPU cores. CPU cores merge a large
number of partial results in the 2D-partitioned kernels to assemble the final output vector, thereby
increasing the energy consumption. Finally, we find that the 1D-partitioned kernels provide better
energy efficiency on SpMV over the CPU system, when the multiplication operation is supported by
hardware. Specifically, the 1D-partitioned kernels provide 3.16× and 4.52× less energy consumption,
and 1.74× and 1.14× better performance per energy over the CPU system for the int8 and int32
data types, respectively.

OBSERVATION 20:
Real PIM architectures can provide high energy efficiency on SpMV execution.
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Fig. 27. Energy comparison between the UPMEM PIM system, Intel Xeon CPU and Tesla V100 GPU on SpMV
execution.

7.3 Discussion
These evaluations are useful for programmers to anticipate how much performance and energy
savings memory-centric PIM systems can provide on SpMV over commodity processor-centric CPU
and GPU systems. However, our evaluated SpMV kernels do not constitute the best-performing
approaches for all matrices. Designing methods to select the best-performing SpMV parallelization
scheme depending on the particular characteristics of the input matrix would further improve
performance and energy savings of SpMV execution on memory-centric PIM systems. Moreover,
the UPMEM PIM hardware is still maturing and is expected to run at a higher frequency in the
near future (500 MHz instead of 350 MHz) [37, 104]. Hence, SpMV execution on the UPMEM PIM
architecture might achieve even higher performance and energy benefits over the results we report
in this comparison. Finally, note that our proposed SparseP kernels can be adapted and evaluated
on other current and future real PIM systems with potentially higher computation capabilities and
energy efficiency than the UPMEM PIM system.

8 Key Takeaways and Recommendations
This section summarizes our key takeaways in the form of recommendations to improve multiple
aspects of PIM hardware and software.
Recommendation #1. Design algorithms that provide high load balance across threads of a PIM
core in terms of computations, loop control iterations, synchronization points and memory accesses.
Section 5 shows that in matrices and formats where the parallelization scheme used causes high
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disparity in the non-zero elements/blocks/rows processed across threads of a PIM core, or the
number of lock acquisitions/lock releases/DRAMmemory accesses performed across threads, SpMV
performance severely degrades in compute-bound DPUs [37, 43]. Therefore, from a programmer’s
perspective, providing high operation balance across parallel threads is of vital importance in
low-area and low-power PIM cores with relatively low computation capabilities [37, 43].
Recommendation #2. Design compressed data structures that can be effectively partitioned across
DRAM banks, with the goal of providing high computation balance across PIM cores. Sections 6.1.1
and 6.2.2 demonstrate that (i) the compressed matrix format used to store the input matrix deter-
mines the data partitioning across DRAM banks of PIM-enabled memory, and (ii) SpMV execution
using the CSR and BCSR formats performs significantly worse than SpMV execution using the
COO and BCOO formats. This is because the matrix is stored in row- or block-row-order for the
CSR and BCSR formats, respectively, and thus data partitioning across DRAM banks is limited
to be performed at row or block-row granularity, respectively, leading to high non-zero element
imbalance across PIM cores. Therefore, we recommend that programmers design compressed data
structures that can provide effective data partitioning schemes with high computation balance
across thousands of PIM cores.
Recommendation #3. Design adaptive algorithms that (i) trade off computation balance across PIM
cores for lower data transfer costs to PIM-enabled memory, and (ii) adapt their configuration to the
particular patterns of each input given, as well as the characteristics of the PIM hardware. Our analysis
in Sections 6.1.1, 6.2.1 and 6.2.3 demonstrates that the best-performing SpMV execution on the
UPMEM PIM system can be achieved using algorithms that (i) trade off computation for lower
data transfer costs, and (ii) select the load balancing strategy and data partitioning policy based on
the particular sparsity pattern of the input matrix. In addition, the performance of each balancing
scheme and data partitioning technique for SpMV execution highly depends on the characteristics
of the underlying PIM hardware, as we explain in Section 6.2.1. To this end, we recommend that
software designers implement heuristics and selection methods for their algorithms to adapt their
configuration to the underlying hardware characteristics of the PIM system and the input data
given.
Recommendation #4. Provide low-cost synchronization support and hardware support to enable
concurrent memory accesses by multiple threads to the local DRAM bank to increase parallelism
in a multithreaded PIM core. Section 5 shows that (i) lock acquisitions/releases can cause high
overheads in the DPU pipeline, and (ii) fine-grained locking approaches to increase parallelism in
critical sections do not improve performance over coarse-grained approaches in the UPMEM PIM
hardware. This is because the DMA engine of the DPU serializes DRAM memory accesses included
in the critical sections. Based on these key takeaways, we recommend hardware that designers
provide lightweight synchronization mechanisms for multithreaded PIM cores [36], and enable
concurrent access to local DRAM memory arrays to increase execution parallelism. For example,
sub-array level parallelism [56] or multiple DRAM banks per PIM core could be supported in the
PIM hardware to improve parallelism.
Recommendation #5.Optimize the broadcast collective operation in data transfers frommainmemory
to PIM-enabled memory to minimize overheads of copying the input data into all DRAM banks in the
system. Figures 14 and 15 show that SpMV execution using the 1D partitioning technique cannot
scale up to a large number of PIM cores. This is because it is severely limited by data transfer costs
to broadcast the input vector into each DRAM bank of PIM-enabled DIMMs via the narrow off-chip
memory bus. To this end, we suggest that hardware and system designers provide a fast broadcast
collective primitive to DRAM banks of PIM-enabled memory modules.
Recommendation #6. Optimize the gather collective operation at DRAM bank granularity for data
transfers from PIM-enabled memory to the host CPU to minimize overheads of retrieving the output
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results. Figures 18, 19 and 20 demonstrate that SpMV execution using the equally-wide and variable-
sized 2D partitioning schemes is severely limited by data transfers to retrieve results for the output
vector from DRAM banks of PIM-enabled DIMMs. This is due to two reasons: (i) 2D-partitioned
kernels create a large number of partial results that need to be transferred from PIM-enabled
memory to the host CPU via the narrow memory bus in order to assemble the final output vector,
and (ii) the UPMEM PIM system has the limitation that the transfer sizes from/to all DRAM banks
involved in the same parallel transfer need to be the same, and therefore a large amount of padding
with empty bytes is performed in the equally-wide and variable-sized schemes. Thus, we suggest
that hardware and system designers provide an optimized gather primitive to efficiently collect
results from multiple DRAM banks to the host CPU, and support parallel fine-grained data transfers
from PIM-enabled memory to the host CPU at DRAM bank granularity to avoid padding with
empty bytes.
Recommendation #7. Design high-speed communication channels and optimized libraries for data
transfers to/from thousands of DRAM banks of PIM-enabled memory. Section 7 demonstrates that
SpMV execution on the memory-centric UPMEM PIM system achieves a much higher fraction of
the machine’s peak performance (on average 51.7% for the 32-bit float data type), compared to that
on processor-centric CPU and GPU systems. However, the end-to-end performance of both 1D- and
2D-partitioned kernels is significantly limited by data transfer overheads on the narrow memory
bus. To this end, we recommend that the hardware architecture and the software stack of real PIM
systems be enhanced with low-cost and fast data transfers to/from PIM-enabled memory modules.

9 Related Work
To our knowledge, this is the first work that (i) extensively characterizes the Sparse Matrix Vector
Multiplication (SpMV) kernel in a real PIM system, and (ii) presents an open-source SpMV library
for real-world PIM systems. We briefly discuss closely related prior work.
Sparse Matrix Kernels in PIM Systems. Xie et al. [112] design heterogenous PIM units to
accelerate SpMV in HMC-based PIM systems. Fujiki et al. [32] enhance the memory controllers
of GPUs with PIM cores to transform the matrix from CSR to the DCSR format [46] on the fly
to minimize memory traffic. Zhu et al. [122] propose a PIM accelerator for Sparse Matrix Matrix
Multiplication. These works propose hardware designs for sparse matrix kernels. In contrast, our
work studies software optimizations to accelerate the SpMV execution on real PIM systems.
SpMV in Commodity Systems. Numerous prior works propose optimized SpMV algorithms
for CPUs [15, 25–27, 58, 78, 81, 101, 109, 110], GPUs [13, 18, 41, 47, 74, 97, 99, 111, 113, 114],
heterogeneous CPU-GPU systems [6, 50, 115, 117], and distributed CPU systems [10, 16, 53, 65,
73, 86]. Optimized SpMV kernels for processor-centric CPU and GPU systems exploit the shared
memory model of these systems and data locality in deep cache hierarchies. However, these kernels
cannot be directly mapped to most near-bank PIM systems, which have a distributed memory
model and shallow cache hierarchies. Most well-tuned SpMV kernels for distributed CPU and
CPU-GPU systems improve performance by overlapping computation with communication among
processing units, and exploiting data locality in large cache memories. In contrast, real near-bank
PIM architectures are fundamentally different from CPU-GPU systems, since they are highly
distributed, i.e., there is no direct communication among PIM cores, and include a shallow memory
hierarchy. Therefore, SpMV kernels designed for common processor-centric systems cannot be
directly used in near-bank PIM systems.
CompressedMatrix Storage Formats. Prior works propose a range of compressed matrix storage
formats [5, 11, 46, 48, 57, 59, 60, 63, 75, 89, 90, 93, 95, 108, 113, 116] and selection methods to find
the most efficient compressed matrix format [2, 7, 8, 68, 69, 77, 83, 94, 99, 100, 120, 121]. In this
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work, we extensively explore the four most widely used general formats, and observe that the
compressed matrix format (i) needs to provide good balance between computation and memory
accesses inside the core pipeline, and (ii) affects load balancing across PIM cores, with corresponding
performance implications. Therefore, some compressed formats designed for commodity processor-
centric systems might not be suitable or efficient for real PIM systems. We leave the exploration of
other PIM-suitable formats for future work.
Hardware Accelerators for SpMV. Recent works design accelerators for SpMV [31, 39, 51, 70,
79, 92, 102] or other sparse kernels [3, 44, 84, 87, 91, 118]. In contrast, our work proposes software
optimizations and provides the first characterization study of SpMV on a real PIM system.

10 Conclusion
We present SparseP , the first open-source SpMV library for real Processing-In-Memory (PIM)
systems, and conduct the first comprehensive characterization analysis of the widely-used SpMV
kernel on a real-world PIM architecture.
First, we design efficient SpMV kernels for real PIM systems. Our proposed SparseP software

package supports (1) a wide range of data types, (2) two types of well-crafted data partitioning
techniques of the sparse matrix to DRAM banks of PIM-enabled memory, (3) the most popular
compressedmatrix formats, (4) a wide variety of load balancing schemes across PIM cores, (5) several
load balancing schemes across threads of a multithreaded PIM core, and (6) three synchronization
approaches among threads within PIM core.

Second, we conduct an extensive characterization study of SparseP kernels on the state-of-the-art
UPMEM PIM system. We analyze SpMV execution on one single multithreaded PIM core and
thousands of PIM cores using 26 sparse matrices with diverse sparsity patterns. We also compare
the performance and energy consumption of SpMV on the UPMEM PIM system with those of
state-of-the-art CPU and GPU systems to quantify the potential of a real memory-centric PIM
architecture on the widely used SpMV kernel over conventional processor-centric architectures.
Our analysis of SparseP kernels provides programming recommendations for software designers,
as well as suggestions and hints for hardware and system designers of future PIM systems.
We believe and hope that our work will provide valuable insights to programmers in the de-

velopment of efficient sparse linear algebra kernels and other irregular kernels from different
application domains tailored for real PIM systems, as well as to architects and system designers in
the development of future memory-centric computing systems.
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APPENDIX
A Extended Results
A.1 Synchronization Approaches in Block-Based Compressed Matrix Formats
We compare the coarse-grained locking (lb-cg) and the fine-grained locking (lb-fg) approaches
in the BCOO format. Figure 28 shows the performance achieved by the BCOO format for all the
data types when balancing the blocks or the non-zero elements across 16 tasklets of one DPU. We
evaluate all small matrices of Table 3, i.e., delaunay_n13 (D), wing_nodal (W), raefsky4 (R) and
pkustk08 (P) matrices.
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Fig. 28. Performance of the BCOO format with various load balancing schemes and synchronization ap-
proaches for all the data types and small matrices using 16 tasklets of one DPU.

Our key finding is that the fine-grained locking approach performs similarly with the coarse-
grained locking approach. The fine-grained locking approach does not increase parallelism in the
UPMEM PIM architecture, since memory accesses executed by multiple tasklets to the local DRAM
bank are serialized in the DMA engine of the DPU. The same key finding holds independently of
the compressed matrix format used.

A.2 Fine-Grained Data Transfers in 2D Partitioning Techniques
Figures 29 and 30 compare coarse-grained data transfers (i.e., performing parallel data transfers to
all 2048 DPUs at once, padding with empty bytes at the granularity of 2048 DPUs) with fine-grained
data transfers (i.e., iterating over the ranks and for each rank performing parallel data transfers to
the 64 DPUs of the same rank, padding with empty bytes at the granularity of 64 DPUs) for all
matrices of our large matrix dataset in the equally-wide and variable-sized schemes, respectively.
The reported key findings of Figure 16 (Section 6.2.1) apply to all matrices with diverse sparsity
patterns.
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Fig. 29. Performance comparison of RC: RBDCOO with coarse-grained transfers, RY: RBDCOO with fine-grained
transfers in the output vector, BC: BDCOO with coarse-grained transfers, BY: BDCOO with fine-grained transfers
only in the output vector, and BT: BDCOO with fine-grained transfers in both the input and the output vector
using the int32 data type, 2048 DPUs and having 2 vertical partitions. Performance is normalized to that of
the RC scheme.
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Fig. 30. Performance comparison of RC: RBDCOO with coarse-grained transfers, RY: RBDCOO with fine-grained
transfers in the output vector, BC: BDCOO with coarse-grained transfers, BY: BDCOO with fine-grained transfers
only in the output vector, and BT: BDCOO with fine-grained transfers in both the input and the output vector
using the int32 data type, 2048 DPUs and having 32 vertical partitions. Performance is normalized to that of
the RC scheme.

A.3 Performance of Compressed Matrix Formats Using 2D Partitioning Techniques
Figures 31, 32, 33 compare the performance achieved by various compressed matrix formats for
each of the three types of the 2D partitioning technique for all matrices of our large matrix dataset.
The reported key findings explained in Section 6.2.2 apply to all matrices with diverse sparsity
patterns.
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Fig. 31. End-to-end execution time breakdown of the equally-sized 2D partitioning technique for CR: DCSR,
CO: DCOO, BR: DBCSR and BO: DBCOO schemes using 4 vertical partitions and the int32 data type. Performance
is normalized to that of DCSR.
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Fig. 32. End-to-end execution time breakdown of the equally-wide 2D partitioning technique for CR: RBDCSR,
CO: RBDCOO, BR: RBDBCSR and BO: RBDBCOO schemes using 4 vertical partitions and the int32 data type.
Performance is normalized to that of RBDCSR.
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Fig. 33. End-to-end execution time breakdown of the variable-sized 2D partitioning technique for CR: BDCOO,
CO: BDCOO, BR: BDBCSR and BO: BDBCOO schemes using 4 vertical partitions and the int32 data type. Perfor-
mance is normalized to that of BDCSR.
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B Arithmetic Throughput of One DPU for the Multiplication Operation
We evaluate the arithmetic throughput of the DPU for the multiplication (MUL) operation. We
use the arithmetic throughput microbenchmark of PrIM [37, 43] and configure it for all the data
types. Figure 34 shows the measured arithmetic throughput (in MOperations per second) for the
MUL operation varying the number of tasklets of one DPU for all the data types. The arithmetic
throughput for the MUL operation is 12.94 MOps, 10.52 MOps, 8.86 MOps, 2.38 MOps, 1.84 MOps,
and 0.51 MOps for the int8, int16, int32, int64, fp32 and fp64 data types, respectively.
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Fig. 34. Throughput of the MUL operation on one DPU for all the data types.
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C The SparseP Software Package
Table 6 summarizes the SpMV PIM kernels provided by the SparseP library. All kernels support a
wide range of data types, i.e., 8-bit integer, 16-bit integer, 32-bit integer, 64-bit integer, 32-bit float,
and 64-bit float data types.

Partitioning Compressed Balancing Balancing Synchronization
Technique Format Across PIM Cores Across Threads Approach

1D

CSR rows rows, nnz★ -
nnz★ rows, nnz★ -

COO
rows rows, nnz★ -
nnz★ rows, nnz★ -
nnz nnz lb-cg / lb-fg / lf

BCSR blocks† blocks†, nnz† lb-cg‡ / lb-fg‡
nnz† blocks†, nnz† lb-cg‡ / lb-fg‡

BCOO blocks blocks, nnz lb-cg / lb-fg / lf
nnz blocks, nnz lb-cg / lb-fg / lf

2D
equally-sized

CSR - rows, nnz★ -
COO - nnz lb-cg / lb-fg / lf
BCSR - blocks†, nnz† lb-cg‡ / lb-fg‡
BCOO - blocks, nnz lb-cg / lb-fg

2D
equally-wide

CSR nnz★ rows, nnz★ -
COO nnz nnz lb-cg / lb-fg / lf

BCSR blocks† blocks†, nnz† lb-cg‡ / lb-fg‡
nnz† blocks†, nnz† lb-cg‡ / lb-fg‡

BCOO blocks blocks, nnz lb-cg / lb-fg
nnz blocks, nnz lb-cg / lb-fg

2D
variable-sized

CSR nnz★ rows, nnz★ -
COO nnz nnz lb-cg / lb-fg / lf

BCSR blocks† blocks†, nnz† lb-cg‡ / lb-fg‡
nnz† blocks†, nnz† lb-cg‡ / lb-fg‡

BCOO blocks blocks, nnz lb-cg / lb-fg
nnz blocks, nnz lb-cg / lb-fg

Table 6. The SparseP library. ★: row-granularity, †: block-row-granularity, ‡: (only for 8-bit integer and small
block sizes)
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D Large Matrix Dataset
We present the characteristics of the sparse matrices of our large matrix data set. Table 7 presents
the sparsity of the matrix (i.e., NNZ / (rows x columns)), the standard deviation of non-zero elements
among rows (NNZ-r-std) and columns (NNZ-c-std). Table 8 visualizes the sparsity patterns of each
sparse matrix of our large matrix data set.

Matrix Name Rows x Columns NNZs Sparsity NNZ-r-std NNZ-c-std
hugetric-00020 7122792 x 7122792 21361554 4.21e-07 0.031 0.031
mc2depi 525825 x 525825 2100225 7.59e-06 0.076 0.076
parabolic_fem 525825 x 525825 3674625 1.33e-05 0.153 0.153
roadNet-TX 1393383 x 1393383 3843320 1.98e-06 1.037 1.037
rajat31 4690002 x 4690002 20316253 9.24e-07 1.106 1.106
af_shell1 504855 x 504855 17588875 6.90e-05 1.275 1.275
delaunay_n19 524288 x 524288 3145646 1.14e-05 1.338 1.338
thermomech_dK 204316 x 204316 2846228 6.81e-05 1.431 1.431
memchip 2707524 x 2707524 14810202 2.02e-06 2.062 1.173
amazon0601 403394 x 403394 3387388 2.08e-05 2.79 15.29
FEM_3D_thermal2 147900 x 147900 3489300 1.59e-04 4.481 4.481
web-Google 916428 x 916428 5105039 6.08e-06 6.557 38.366
ldoor 952203 x 952203 46522475 5.13e-05 11.951 11.951
poisson3Db 85623 x 85623 2374949 3.24e-04 14.712 14.712
boneS10 914898 x 914898 55468422 6.63e-05 20.374 20.374
webbase-1M 1000005 x 1000005 3105536 3.106e-06 25.345 36.890
in-2004 1382908 x 1382908 16917053 8.846e-06 37.230 144.062
pkustk14 151926 x 151926 14836504 6.428e-04 46.508 46.508
com-Youtube 1134890 x 1134890 5975248 4.639e-06 50.754 50.754
as-Skitter 1696415 x 1696415 22190596 7.71e-06 136.861 136.861
sx-stackoverflow 2601977 x 2601977 36233450 5.352e-06 137.849 65.367
ASIC_680 682862 x 682862 3871773 8.303e-06 659.807 659.807

Table 7. Large Matrix Dataset. Matrices are sorted by NNZ-r-std, i.e., based on their irregular pattern.
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Matrix Name Plot

hugetric-00020

mc2depi

parabolic_fem

roadNet-TX

rajat31

af_shell1

delaunay_n19

thermomech_dK

memchip

amazon0601

FEM_3D_thermal2

Matrix Name Plot

web-Google

ldoor

poisson3Db

boneS10

webbase-1M

in-2004

pkustk14

com-Youtube

as-Skitter

sx-stackoverflow

ASIC_680

Table 8. Sparsity patterns of the sparse matrices of our large matrix data set.
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