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ABSTRACT
The energy consumption of DRAM is a critical concern in modern
computing systems. Improvements in manufacturing process tech-
nology have allowed DRAM vendors to lower the DRAM supply
voltage conservatively, which reduces some of the DRAM energy
consumption. We would like to reduce the DRAM supply voltage
more aggressively, to further reduce energy. Aggressive supply
voltage reduction requires a thorough understanding of the effect
voltage scaling has on DRAM access latency and DRAM reliability.

In this paper, we take a comprehensive approach to understand-
ing and exploiting the latency and reliability characteristics of
modern DRAM when the supply voltage is lowered below the nom-
inal voltage level specified by manufacturers. Using an FPGA-based
testing platform, we perform an experimental study of 124 real
DDR3L (low-voltage) DRAM chips manufactured recently by three
major DRAM vendors. Our extensive experimental characterization
yields four major observations on how DRAM latency, reliability,
and data retention are affected by reduced voltage.

First, we observe that we can reliably access data when DRAM
supply voltage is lowered below the nominal voltage level, until a
certain voltage value, Vmin , which is the minimum voltage level at
which no bit errors occur. Furthermore, we find that we can reduce
the voltage below Vmin to attain further energy savings, but that
errors start occurring in some of the data read from memory. As
we drop the voltage further below Vmin , the number of erroneous
bits of data increases exponentially.

Second, we observe that while reducing the voltage below Vmin
introduces bit errors in the data, we can prevent these errors if
we increase the latency of three major DRAM operations, i.e., ac-
tivation, restoration, and precharge. When the supply voltage is
reduced, the DRAM cell capacitor charge takes a longer time to
change, thereby causing these DRAM operations to become slower
to complete. Errors are introduced into the data when the mem-
ory controller does not account for this slowdown in the DRAM
operations. We find that if the memory controller allocates extra
time for these operations to finish when the supply voltage is below
Vmin , errors no longer occur. We validate, analyze, and explain this
behavior using detailed circuit-level simulations.
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Third, we observe that when only a small number of errors
occur due to reduced supply voltage, these errors tend to cluster
physically in certain regions of a DRAM chip, as opposed to being
randomly distributed throughout the chip. This observation implies
that when we reduce the supply voltage to the DRAM array, we
need to increase the fundamental operation latencies for only the
regions where errors can occur.

Fourth, we observe that reducing the supply voltage does not
affect the data retention guarantees of DRAM. Commodity DRAM
chips guarantee that all cells can safely retain data for 64ms, after
which the cells are refreshed to replenish charge that leaks out of
the capacitors. Even when we reduce the supply voltage, the rate
at which charge leaks from the capacitors is so slow that no data is
lost during the 64ms refresh interval at both 20℃ and 70℃.

Based on our observations, we propose a new DRAM energy
reduction mechanism, called Voltron. The key idea of Voltron is
to use a performance model to determine by how much we can
reduce the supply voltage without introducing errors and without
exceeding a user-specified threshold for performance loss. Unlike
prior works, Voltron does not reduce the voltage of the peripheral
circuitry, which is responsible for transferring commands and data
between the memory controller and the DRAM chip. If Voltron were
to reduce the voltage of the peripheral circuitry, we would have
to reduce the operating frequency of DRAM. A reduction in the
operating frequency reduces the memory data throughput, which
can significantly degrade the performance of applications that re-
quire high memory bandwidth. Our evaluations show that Voltron
reduces the average DRAM and system energy consumption by
10.5% and 7.3%, respectively, while limiting the average system
performance loss to only 1.8%, for a variety of memory-intensive
quad-core workloads. We also show that Voltron significantly out-
performs prior dynamic voltage and frequency scaling mechanisms
for DRAM.
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