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1. Introduction and Motivation
DNA sequence alignment problem can be broadly defined as the
character-level comparison of DNA sequences obtained from one
or more samples against a database of reference (i.e., consensus)
genome sequence of the same or a similar species. High throughput
sequencing (HTS) technologies were introduced in 2006 [6], and the
latest iterations of HTS technologies are able to read the genome of a
human individual in just three days for a cost of ∼ $1,000. However,
they also present a computational problem since the analysis of the
HTS data requires the comparison of >1 billion short (100 characters,
or base pairs) “reads” against a very long (3 billion base pairs)
reference genome. Since DNA molecules are composed of two
opposing strands (i.e. two complementary strings), the number of
required comparisons are doubled.

Instead of local alignment of short vs long sequences, heuris-
tics are applied to speed up the process. First, partial sequence
matches, called “seeds”, are quickly found using either Burrows
Wheeler Transform (BWT) [1] followed with Ferragina-Manzini In-
dex (FM) [2], or a simple hash table [8]. Next, the candidate locations
are verified using a dynamic programming alignment algorithm that
calculates Levenshtein edit distance [3], which runs in quadratic time.
Although these heuristics are substantially faster than local align-
ment, because of the repetitive nature of the human genome, they
often require hundreds of verification runs per read, imposing a heavy
computational burden. However, all of these billions of alignments
are independent from each other, thus the read mapping problem
presents itself as embarrassingly parallel.

Our goal in this project is to develop and implement a GPGPU-
friendly algorithm based on Levenshtein’s algorithm [3] that can com-
pute millions of dynamic programming matrices concurrently. We
implement our algorithms using the CUDA (Compute Unified Device
Architecture) platform, and test them using the NVIDIA Tesla K20
GPGPU processors. In this work, we propose a massively parallel,
fast, memory-aware Levenshtein edit distance algorithm model for
graphics processing units, together with Ukkonen’s approximation
algorithm [7] to prevent redundant calculations in matrices. Con-
sidering the memory limitations and very high number of available
threads, our algorithm ensures maximum occupancy on GPGPUs.

2. Background
Most of the available algorithms for read mapping are CPU-based,
and they require very long running times (30-100 CPU days per
genome). There are few works on read mapping algorithms that uti-
lize GPUs for parallelism, but they either have different approaches
for DNA alignment [4], and are limited in performance gains; or
they are developed for slightly different problems such as protein
alignment [5]. Some GPGPU-based aligners, such as CUSHAW [4],
utilize BWT-FM [1, 2], which is not suitable for GPGPUs, since the
core of the BWT-FM alignments is binary search that causes many
divergent branch operations. Even if BWT-FM is used only on the
CPU-side to find seed locations quickly instead of hash tables, this
often results in a non-uniform sequence length for the verification
step, which in turn causes non-uniform thread utilization and signif-
icant branch divergence. Thus, it will be better use hash tables to
identify short seeds, followed with millions of concurrent alignments
of the same size in GPGPUs that enable full thread synchronization.

3. Our Approach
Basically, our approach is to move the compute-intense but embar-
rassingly parallel verification step to the GPGPUs. We perform the
hash table lookups for seed location on the CPU in O(1) time per seed.
We collect the seeds in a buffer, which we then pass to the GPGPU
for millions of simultaneous alignments. The number of alignments
is automatically determined by considering the characteristics of the
GPGPU such as available shared memory, which has an effect on the

number of threads, blocks, grid and other variables in GPUs. The
number of threads used per alignment is adjusted dynamically based
on the maximum allowed error threshold set by the user.

There are several characteristics of our approach that makes our
new mapping mechanism beneficial in multiple ways. First, we map a
time-consuming application to massively parallel GPU architectures,
providing a significant speed-up that will dramatically decrease the
time required for DNA sequence analysis. Second, our approach
easily can be merged with any existing and future hash-table based
read mapping applications. Third, our algorithms can be used for
various configurations like different read sizes, reference genome
size and error allowance. This provides a high flexibility of pro-
cessing the outputs of different sequencing instruments since each
generates various read sizes and error probability. Fourth, we reduce
host to GPU transfer time significantly by placing all relevant data
to the GPU global memory in the initialization step. This helps us
eliminate the need to re-transfer the same reads for different seed lo-
cations, and reference genome segments for different reads. Fifth, we
also develop dynamic programming backtracking in GPU, bypassing
CPU-based postprocessing all together, except for I/O operations.
Finally, by making use of recent CUDA improvements such as dy-
namic parallelism and Hyper-Q technologies, we are able to re-use
early-termination threads and multiple GPUs on the same host more
effectively.

We integrated our approach with a popular hash-table based read
mapping algorithm, mrFAST [8]. Our initial test results indicate
∼300-400-fold speed up in the verification step of read mapping on
a single NVIDIA Tesla K20 GPGPU (Figure 1). When fully imple-
mented, we believe our methods will help substantially ameliorate the
computational burden of HTS data analysis, a much needed improve-
ment over current methods, especially in the light of the estimations
that 1 million human genomes will be sequenced by the end of 2016.1

Figure 1: Verification speedup vs. number of threads using 1 million reads under edit
distance 3.
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