Mosaic: A GPU Memory Manager
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Page Size Trade-Off

Overhead of Address Translation Without Demand Paging
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Overhead of Both Address Translation and Demand Paging

4KB (with demand paging overhead)

2MB (with demand paging overhead)

Small Pages:

Low demand paging overhead
Limited TLB reach
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Challenges with Multiple Page Sizes
State-of-the-Art Memory Allocation

Unallocated

Large Page Frame

Cannot coalesce

(without moving multiple 4K pages)

Need to search which pages to coalesce |

High overhead
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High-Level Overview of Mosaic

Number of Concurrently-Executing Applications

How to achieve the best of both page sizes?

Design Goals
* Exploit benefits of both small and large pages

* Low demand paging overhead
* No data movement

* Application transparency
* Programmers do not need to modify GPGPU applications

Mosaic Soft Guarantee

page frame contains

pages from only a single address space

Methodology

e GPGPU-Sim (MAFIA) configured to a GTX 750 Ti

Data Allocation Coalescmg e Multiple GPGPU applications can execute concurrently
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