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Abstract—Buffers in on-chip networks consume significant find that bufferless routing can yield substantial redution
energy/power, occupy chip area, and increase design comgly.  energy consumption, while incurring little extra latenggrsus
In this paper, we make a case for a new approach to designing buffered algorithms) if the average injected traffic int@ th
on-chip interconnection networks that eliminates the needfor network is low, i.e. below the network saturation point.
buffers for routing or flow control. Our preliminary evaluat ions
show that routing without buffers significantly reduces theenergy 1. WHY CouLD IT WORK?
consumption of the on-chip network, while providing similar At first thought, the idea of completely eliminating buffers
performance to that of existing buffered routing algorithms at  in on-chip interconnection networks might appear audagiou
low network utilization. We conclude that bufferless routing can  since it is clear that this will result in an increase in agera
be an attractive and energy-efficient interconnect design pion packet latencies and a decrease in achievable networkgfirou
for on-chip networks where network utilization is relatively low. put compared to buffered routing schemes. Nonetheless, the
. INTRODUCTION approach could be suitable for on-chip networks, as we de-
Interconnection networks are commonly used to conneggribe below.
different computing components [9]. With the arrival of Intuitively, bufferless deflection routing works well when
chip multiprocessor systems, on-chip interconnectiowagts network utilization is low. A packet is deflected only if a
have started to form the backbone of communication beellision occurs in a router, i.e., if multiple packets aeriat a
tween cores and cores and memory within a microprocessouter at the same time, and if not all of these packets can be
chip [24], [19], [14], [4]. As power/energy consumption hasent in a productive directiohlf there are only few packets
already become a limiting constraint in the design of higtsimultaneously in the network, the number of collisionsis.|
performance processors [11] and future on-chip networks ktence, most packets make fast forward progress and can be
many-core processors are estimated to consume hundredsoufed to their destination without being frequently defielc
watts of power [4], simple energy- and area-efficient orpchi For larger traffic volumes, the fundamental effect of remov-
interconnection network designs are especially desirable ing buffers is areduction of the total available bandwidih
Previous on-chip interconnection network designs corthe network. In a buffered network, a packet waits idle in
monly assumed that each router in the network needs to cepme buffer until it can be routed in a productive direction
tain buffers to buffer the packets (or flits) transmittedhivit and therefore does not unnecessarily consume link banwidt
the network. While buffering within each router improveg thwhile it is buffered. In contrast, in a bufferless network al
bandwidth efficiency in the networkit has several disadvan-packetsalways consume link bandwidth because, in effect,
tages. First, buffers consume significant energy/powesy thlinks act like “buffers” for the packets. Therefore, beyond
consume dynamic energy when read/written and static eneryycertain packet injection rate into the network, buffesles
even when they are not occupied. Second, having buffeémting algorithms will fail, while good buffered routing
increases the complexity of the network design because logigorithms can still perform well. More precisely, the netiw
needs to be implemented to place packets into and out ssfturation throughpu®(B'’less) of bufferless routing is less
buffers. Third, buffers can consume significant chip argane than the saturation throughput of buffered routifgB).
with a small number (64) of total buffer entries per node wher The critical questions that determine the potential usefss
each buffer can store 32 bytes of data, a network with 64 nod#sbufferless routing in on-chip interconnection netwoeke
requires 128KB of buffer storage. Energy consumption ariderefore 1) how much energy reduction can be achieved by
hardware storage cost of buffers will increase as the numhbus eliminating buffers, 2) how large is the gap between
of network nodes increases in future chips. O(B’less) and ©(B), and how well does bufferless routing
In this paper, we propose to eliminate buffers in the d@erform compared to buffered routing at injection rateowel
sign of on-chip networks to improve both energy- and are®(B’less), and 3) how common are the realistic situations
efficiency. The basic idea of “bufferless routing” isatways in which an interconnection network is operated at a traffic
route a packet (or a flit) to an output pomegardless of injection rate belowd(B’less)?
whether or not that output port results in a lower distance Our results in this paper show that the answers to the first
to the destination of the packet. In other words, packets awmo questions are very promising for bufferless routing im o
deflected [2] or “misrouted” [9] by the router to a differentchip networks. Regarding the third, many on-chip intercon-
output port if an output port that reduces the distance tmction networks are observed to be operating at relatively
the destination node is not available. Bufferless routiag hlow packet injection rates [16], [15], which are signifidgnt
also been called “hot-potato” routing in network theory, [3]below their peak throughput. For instance, the L1 miss ste i
alluding to the scenario that the router immediately needs tiypically below 10%, which, in a chip multiprocessor with
pass the potato (i.e. the packet) on to some other routereasdhdistributed shared L2 cache, results in very low packet
potato is too hot to keep (i.e. buffer). injection rates for the network connecting L1 caches and L2
We evaluate a set of simple and practical bufferless routicgche banks [7]. Hence, bufferless routing, which performs
algorithms, and compare them against baseline bufferest algvell at low packet injection rates can be a promising apgroac
rithms in terms of on-chip energy consumption and latenay. Vibr on-chip networks that primarily operate at low utiliat.

1This is because buffering reduces the number of droppedepmab 2A productive direction is a direction (or output port) thairgs the packet
“misrouted” packets [9], i.e. those that are sent to a leswralale destination closer to its destination [21]. A non-productive directibrings the packet
port. Hence, buffering reduces the wasted network bandwidt further away from its destination.



I1l. ON-CHIP BUFFERLESSROUTING the other hand, a key advantage of the OF policy is that it
A. Overview prevents livelock, since at least the oldest packet in tiheork

Since bufferless routers cannot store packets in trarikit, @80 a@ways make progress. In addition to OF and CF, we
packets that arrive at a router must immediately be forwgirdBave also evaluated Furthest-First, and Most-Deflectiorst-
to an adjacent router. A processor can safely inject a pacRé¥icies, but as they did not perform well in our evaluations
into its router when at least one incoming link (from otheye do not present these results. . .
routers) is free. When there is contention between multiple Routing Policy: One disadvantage of using the DO policy
packets that are destined for a particular direction, onlf) bufferless routing is that some packets may be deflected
one of these packets is actually sent to the correspondiffgiecessarily, because DO strictly assigns the highewitpr
output port, whereas the others are sent to other, undssirdpfiCket to the x-dimension, even if this packet could also be
output ports, i.e., they are “deflected.” In contrast, tiadal routeéd productively in the y-dimension. Our Optimal-Local
routing algorithms would temporarily store such packets inS€arch (OLS) policy routes packets in such a way that
buffer within the router. The idea in bufferless routing ligt Maximum number of packets are sent to productive directions
deflected packets will eventually reach their destinatamg FOr instance, in a 2-D Mesh, consider two packetsand P,.
that the total extra latency due to the detours resultingnfro! N€ older packetP;, has productive directions in both x and
deflections is not too high. y dimensions, whereaB, can only be productively routed in

Note that this kind of bufferless routing can be used on evelye x-dimension. The DO policy will routé’ along the x-
network topology that satisfies the following two consttsin dimension, and may therefore have to deflegt whereas the
Every router 1) has an equal number of input and outp@-S Policy can route both packets productively. In addition
ports towards other routers, and 2) is reachable from evdpy® and OLS, we have also evaluated policies that are based
other router. Many important topologies such as Meshes, Td! two-phase ROMM algorithms [18]. However, in contrast
Hypercubes, or Trees satisfy these criteria. Howeverebefés with the corresponding baseline buffered algorithms, ROMM
routing cannot easily be applied to networks with directe@dP€S not improve performance in the bufferless case.
links, such as the Butterfly network, as a deflected packet mgy Advantages and Disadvantages
no longer be able to reach its destination [9]. While each of the above algorithms behaves differently,
B. Algorithms bufferless on-chip routing algorithms have common advan-

. . - ges and disadvantages.
We start by presenting a very simple, easily |mplementabtlééNO Buffers: This is the key advantage of our approach

algorithm. All our algorithms are described for the Z'D.Meshecause it helps reduce both complexity and, as we show in
topology, but they can be generalized to other topologies. "o aluation energy consumption '

Bufferless Dimension-Order Oldest-First Routing (BL- p ey’ ocal and Simple Flow Controny buffered rout-
DO-OF): This algorithm is the bufferless analogue of thg, scheme inherently requires some kind of communication-
classic (buffered) dimension-order routing algorithmthiére | ase fiow control mechanism or rate limitation in order to
is at least one incoming packet in a cycle, the router rout§s, ent the buffers in the routers from overflowing. Flow
these. packets as shown in A_Igonthm 1. control is simpler in bufferless routing. A node safely ot
Algorithm 1 BL-DO-OF Routing: a new packet into the network when at least one incoming
Arbitration: The packets are prioritized in decreasing link from another node is free, which can easily be detected
order of age (oldest-first) locally without any need for communication between routers
Routina: A packet is dire.cted to free outout Dot in Absence of Deadlock®eflection-based bufferless routing

g- AP S put p is free of deadlock. Since the number of input and outputsport
the following order of priority: . _ are the same, every packet that enters a router is guaranteed
1: a free, productive output port in x-dimension to leave it.

2: a free, productive output port in y-dimension Absence of LivelockOne of the potential challenges in
3: a free, non-productive output port in x-dim (deflection) bufferless routing is livelocks that could arise if a packet
4:

a free, non-productive output port in y-dim (deflection) continuously gets deflected. In packet routing algorithms,
however, preventing livelocks is easy if the oldest-firsEJO

This algorithm tries to send a packet to an output port thabntention resolution mechanism is used. This is true mxau
brings the packet closer to its destination, prioritiziniges once a packet is the oldest in the network, it will eventually
packets over younger ones in case of contention. Once atpagkach its destination. With the other congestion resatutio
is assigned to an output port, this port is no longer free fpolicies, livelocks are theoretically possible, yet extirgly
other packets. unlikely, especially at low and moderate injection rates.

The above description suggests that a bufferless routingAdaptivity: Bufferless routing has the ability to be adaptive
algorithm is specified by two policies: contention resalnti “on demand” to a certain degree. When there is no congestion,
and routing. In BL-DO-OF, we use OF for the former, and D@ufferless routing almost always routes packets alongtssior
for the latter. We have considered various different apgiiea paths. In congested areas, however, packets will be deflecte
for each of these policies. away from local hotspots, which allows different links to be

Contention Resolution Policy:Instead of using age-basedutilized and packets to be routed around congested areas.
arbitration (Oldest-First (OF)), we have also evaluated thAs such, bufferless routing automatically provides a forim o
Closest-First (CF) policy, which prioritizes packets acliog adaptivity that buffered routing schemes must achievegusin
to the distance to their destinations. The packet with theedt more sophisticated and potentially complex means.
destination has the highest priority. Compared to OF, CHden For the same reason, bufferless routing can cope well with
to yield better average latency as it prioritizes a packat ih temporary bursty traffic. To a certain degree, the netwafit
already close to its destination, thus helping to quickinoge (i.e., its links and routers) acts like a temporary buffer. |
that packet from the network. The net effect is a decreabeffered routing, if a traffic burst occurs and many packets a
in the total number of packets that are in the network, arsgnt to a routel?, the buffers in routers in the neighborhood
consequently, an increase in the available link bandwi@th. of R will gradually fill up. In bufferless routing, the packets
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Latency-throughput performance of bufferlessirauvs. other algorithms for UR (left)

are continuously deflected in the extended neighborhodg), of V. EXPERIMENTAL EVALUATION
until the burst completes and they can gradually reech A, Performance

Disadvantages: Increased Latency & Reduced Bandwidth:Figure 1 shows the latency and throughput characteristics o
The key downside of bufferless routing is that it can inceeagach routing algorithm. Several observations are in oFdest,
average packet latency because deflected packets will takgtdow packet injection rates (below 0.2 flits/cycle), buffe
longer path to the destination than necessary. Also, Beffer |ess routing provides similar average packet latencieshas t
routing effectively reduces the available network bandwas paseline algorithms. For example, for the UR traffic pattern
all in-network packets always consume link resources. Bengyfferless routing increases the average packet latenoplyy
the saturation throughput is reached at lower injectioesrat]{ 204 even with a large injection rate of 0.3. Second, with
compared to conventional buffered routing. However, oal-ev pyfferless routing, the network saturates at a smalleciige
uations show that for the kinds of low and moderate injectiqdgte than it does with buffered routing. This is because, at
rates commonly seen in on-chip networks, the performanceifgh network utilization, bufferless routing wastes sfigint
bufferless routing is close to that of buffered routing. Boch npetwork bandwidth by causing too many deflections. Even
application domains, the advantages of bufferless routaly 5o, with the TOR traffic pattern, the saturation point of the
thus outweigh its disadvantages. bufferless network (inj. rate 0.22) is very close to that of a
D. Other Issues baseline buffered network (inj. rate 0.24). Third, buiésd

The above algorithms are simple and can be implementéyting provides adaptivity without requiring any explicir
using standard router implementation techniques, exdet tglobal information about congestion. The non-adaptive DO
no buffers are needed, which reduces the complexity of tgseline performs very poorly and saturates very early for
router. Also, without buffers, there is no need for virtunho- the TP traffic pattern. MIN-AD and ROMM-MIN-AD algo-
nels since every incoming flit is immediately sent out on &.lin fithms significantly improve saturation throughput by peev
Bufferless routing can be modified to be used in conjunctidRd explicitly adaptive routing. Bufferless routing perfas in-
with wormhole routing [8], to ensure that flits comprisinngtween the non-adaptive DO and adaptive algorithms becaus
a packet are required to be sent to the destination in stric@llows packets to avoid congested paths by deflecting them

succession on the same path [2], [20]. Due to space limitstio toward other parts of the network. We conclude that bufésrle
we do not discuss in detail how this is accomplished. routing achieves good performance and can reduce congestio

in on-chip networks if network utilization is not too high.
IV. EXPERIMENTAL METHODOLOGY
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, TP (middle), and TOfgft) traffic

- Figure 2 shows that the
We evaluate the performance and energy-efficiency gfaximum packet latency

bufferless routing using a cycle-accurate interconnaectiet- increases with bufferless

work simulator. We use the Orion energy model [23], assuminguting, which is expectedl 7

100nm technology and 2GHz @ 1%q. Link length of as deflected packets take
adjacent nodes is 2.5mm. Bufferless routing is compared [§hger routes to their desfi-

three different buffered routing algorithms in terms of @ve nations. The degradation fn
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age/maximum packet delivery latency, saturation throughpmaximum packet latency & %3
and energy consumption: dimension-order routing (DO),-miBeyvere when the closest-
imal adaptive routing (MIN-AD) [12], and a minimal adaptivefirst (CF) contention reso-

version of the ROMM algorithm [18] (ROMM-MIN-AD). lution policy is used. This
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The modeled network configuration has a two-dimensiongl pecause CF delays pack- Fi9- 2. Max. packet latency for UR
8x8 mesh topology.Each router has 5 input ports and 5 outpuéts whose destinations are far away by prioritizing packets

ports, including the node injection/delivery ports. Eaittiklis  that have closer destinations. As a result, CF providebett
32-byte wide and for our preliminary evaluations we assumerage latency (shown in Figure 1), but higher maximum
that each packet has one flit. Packets are fixed length. Routgency than the oldest-first (OF) policy. OF prioritizatio
latency is 2 cycles. The evaluated baseline buffered rgutignsures that older packets are deflected less frequenty, an
algorithms are simulated using infinite size buffers. Ho#veV thus reach their destination faster. We conclude that, for

their energy consumption is computed by assuming that eagétworks where maximum latency is a concern, the OF policy
router has a small, 16-flit entry buffer in each of its inputtpo  should be used in bufferless routing.

We use five different traffic patterns: uniform random (UR),
transpose (TR), mesh-tornado (TOR), bit complement (B, Energy Consumption
and hot-spot (HS) (see [21]). We present results for only Figure 3 shows that bufferless routing significantly and
the first three; the other two are qualitatively similar. Eacconsistently reduces energy consumption in the network com
simulation experiment is run for 100,000 packet injections pared to all buffered baselines for all injection rates befo
SWe choose the 2-D Mesh for our initial investigations beeatsis saturation. For UR trafflc,.the reductlon In energy Consum"pt,
topology has been implemented in the on-chip networks drstVarge-scale 'anges from 37% at low injection rates (O_.02) to 25% at high
chip multi-processors or their prototypes [24], [19], [14] injection rates (0.34). Thus, bufferless routing greatipioves
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energy efficiency by eliminating the dynamic and static gper e.g. [10], [2], [5]. However, most of these algorithms atatic,
consumption due to buffers. i.e., all packets are injected at time zero, and the analysis
Figure 4(left) provides insight into the energy consumptioexamines the time needed to deliver the packets, which is
behavior of bufferless routing by showing the breakdown afot realistic in on-chip interconnection networks. Oneafos
normalized network energy for different injection rates foexception is the work in [6] which provides an analysis of a
DO and bufferless routing. At low injection rates, buffede dynamic hot-potato routing algorithm and show that it achée
routing eliminates the energy consumed by buffers withoptovable (probabilistic) worst-case delivery guarantéésy-
significantly increasing the energy consumption in the dinkever, the algorithm is not designed for efficient average cas
and the crossbar (including arbiter and routing energy)ths performance and its energy-efficiency remains unclear.
injection rate increases, bufferless routing causes amase
in link and crossbar energy consumption compared to the base VIl. CoNcCLUSIONS& FUTUREW_ORK
line because congestion in the network causes more defiectio We make the case that bufferless routing could be used
to happen and more routers and links to be utilized by tfeneficially in on-chip interconnection networks. We show
deflected packets. This is supported by the data shown in Figat, by getting rid of buffers completely, significant egyer
ure 4(right), which shows that bufferless routing signifitp  réductions can be achieved at modest performance loss com-
increases link traversals as injection rate increases.eMery pared to buffered routing algorithms, as long as the volume
the elimination of the buffer energy overcomes the increaéinjected traffic is not very high. We believe that buffesde
in link and router energy, and therefore bufferless routif@uting algorithms are therefore a promising choice for on-
results in a net energy savings. We conclude that bufferleg¥p interconnection networks that are known to run at below
routing can effectively improve energy-efficiency in the- onpeak throughput most of the time. In future work, we plan

chip network while preserving high network performance. to optimize the performance of bufferless routing algarigh
5 while maintaining their simplicity and energy-efficiency.
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Fig. 4. Network energy breakdown (left) and normalized nambf link
traversals (right) for UR traffic (normalized to DO at injiect rate 0.02) [10]
VI. RELATED WORK [11]

Hot-potato routing was first described by Baran [3]. Se\ﬁz]
eral massively parallel machines, such as the HEP [22], the
Tera [1], and the Connection Machine [13] have used defle{ﬁ]
tion routing to connect off-chip components. These teahesq
are not disclosed in detail and, to our knowledge, have ri&?l
been publicly evaluated in terms of energy consumption k]
performance. Moreover, their application was to large escal
link-energy-dominated off-chip networks with large patih d[17]
versity and long link latencies rather than on-chip netwsork;g;
with short link latencies and a lower fraction of link energy
The Chaos router [17] uses a form of deflection routing wherl!
node is congested, however it still buffers packets in theaio |20
Our main contributions beyond these techniques are: 1) we
propose using bufferless routing in on-chip networks, \Whigf\él]
assumed buffered routing, 2) we provide preliminary energge]
and performance evaluations of bufferless on-chip routin§3]
which were not available previously.

In the theory community, there has been a significat®]
amount of work studying algorithms for hot-potato routing,
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